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Introduction

• From Non-Local to Disentangled Non-Local
• Theoretical and Experimental Analysis
• Disentangled Non-Local Block and Experiments
• Comparisons with Self Attention, Pairwise Attention, 

Non-Local



Non-Local Block

• Sequential data – Recurrent operations
• Image data – Convolutional operations
• Computationally inefficient, optimization difficulties, 

multi-hop dependency modelling

query

key



Non-Local Block
y𝑖𝑖 =

1
𝐶𝐶(𝑥𝑥)

�
∀𝑗𝑗

𝑓𝑓 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 𝑔𝑔(𝑥𝑥𝑗𝑗)

𝑧𝑧𝑖𝑖 = 𝑊𝑊𝑧𝑧𝑦𝑦𝑖𝑖 + 𝑥𝑥𝑖𝑖

𝑦𝑦𝑖𝑖 =
1

𝐶𝐶( �𝑥𝑥)
�
∀𝑗𝑗

𝑓𝑓 𝑥𝑥𝑖𝑖 , �𝑥𝑥𝑗𝑗 𝑔𝑔( �𝑥𝑥𝑗𝑗)

𝑓𝑓 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 = 𝑒𝑒𝜃𝜃 𝑥𝑥𝑖𝑖 𝑇𝑇𝜙𝜙(𝑥𝑥𝑗𝑗)

𝜃𝜃 𝑥𝑥𝑖𝑖 = 𝑊𝑊𝜃𝜃𝑥𝑥𝑖𝑖 ,𝜙𝜙 𝑥𝑥𝑗𝑗 = 𝑊𝑊𝜙𝜙𝑥𝑥𝑗𝑗

𝐶𝐶 𝑥𝑥 = �
∀𝑗𝑗

𝑓𝑓(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗)

𝑔𝑔 𝑥𝑥𝑗𝑗 = 𝑊𝑊𝑔𝑔𝑥𝑥𝑗𝑗



From Non-Local to Entangled Non-Local

y𝑖𝑖 =
1

𝐶𝐶(𝑥𝑥)
�
∀𝑗𝑗

𝑓𝑓 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 𝑔𝑔(𝑥𝑥𝑗𝑗)

may encode unary information as well
a pixel may have its own independent impact on all other pixels

a whitened pairwise term
accounts for impact of one pixel 

specifically on another pixel

a unary term
influence of one pixel 

generally over all pixels



Dividing Non-local Block

𝑦𝑦𝑖𝑖 = �
𝑗𝑗∈Ω

𝜔𝜔 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 𝑔𝑔(𝑥𝑥𝑗𝑗)

𝜔𝜔 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 = 𝜎𝜎 𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗 =
exp(𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗)

∑𝑡𝑡∈Ω exp(𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑡𝑡)
𝑞𝑞𝑖𝑖 = 𝑊𝑊𝑞𝑞𝑥𝑥𝑖𝑖 ,𝑘𝑘𝑗𝑗 = 𝑊𝑊𝑘𝑘𝑥𝑥𝑗𝑗

Special case
- query vector is a constant over all image pixels, a key pixel will 

have global impact on all query pixels
- non-local blocks frequently degenerate into a pure unary term in 

several image recognition tasks where each key pixel in the image 
has the same similarity with all query pixels



Pure pairwise term

𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞
𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘

𝜇𝜇𝑞𝑞 =
1
Ω
�
𝑖𝑖∈Ω

𝑞𝑞𝑖𝑖 , 𝜇𝜇𝑘𝑘 =
1
Ω
�
𝑗𝑗∈Ω

𝑘𝑘𝑗𝑗

• averaged query and key embedding over all pixels

• a whitened dot product between key and query

• determined by maximizing the normalized differences between 
query and key pixels



𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞
𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘

𝜇𝜇𝑞𝑞 =
1
Ω
�
𝑖𝑖∈Ω

𝑞𝑞𝑖𝑖 ,𝜇𝜇𝑘𝑘 =
1
Ω
�
𝑗𝑗∈Ω

𝑘𝑘𝑗𝑗



𝜔𝜔 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 = 𝜎𝜎 𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗 =
exp(𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗)

∑𝑡𝑡∈Ω exp(𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑡𝑡)

𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗 = 𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞
𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘 + 𝜇𝜇𝑞𝑞𝑇𝑇𝑘𝑘𝑗𝑗 + 𝑞𝑞𝑖𝑖𝑇𝑇𝜇𝜇𝑘𝑘 + 𝜇𝜇𝑞𝑞𝑇𝑇𝜇𝜇𝑘𝑘

𝜔𝜔 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 = 𝜎𝜎 𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗 = 𝜎𝜎( 𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞
𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘 + 𝜇𝜇𝑞𝑞𝑇𝑇𝑘𝑘𝑗𝑗)

can be
eliminated

pairwise unary



Expect to learn what ?

Pariwise NL 𝜔𝜔𝑝𝑝 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 = 𝜎𝜎( 𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞
𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘 )

Unary NL 𝜔𝜔𝑢𝑢 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 = 𝜎𝜎(𝜇𝜇𝑞𝑞𝑇𝑇𝑘𝑘𝑗𝑗)

k





Why Non-Local       ?

Normalization scalar

Close to 0 <-> hard to learn

𝜎𝜎 𝑞𝑞𝑖𝑖𝑇𝑇𝑘𝑘𝑗𝑗 = 𝜎𝜎 𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞
𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘 + 𝜇𝜇𝑞𝑞𝑇𝑇𝑘𝑘𝑗𝑗

=
1
𝜆𝜆𝑖𝑖
𝜎𝜎 𝑞𝑞𝑖𝑖 − 𝜇𝜇𝑞𝑞

𝑇𝑇 𝑘𝑘𝑗𝑗 − 𝜇𝜇𝑘𝑘 ⋅ 𝜎𝜎 𝜇𝜇𝑞𝑞𝑇𝑇𝑘𝑘𝑗𝑗 =
1
𝜆𝜆𝑖𝑖
𝜔𝜔𝑝𝑝 𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 ⋅ 𝜔𝜔𝑢𝑢(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗)

k



• Multiplication  Addition

• Unary term  independent linear transformation

• DNL formulation

Modification



𝑶𝑶𝐃𝐃 𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 = 𝟐𝟐𝟐𝟐 + 𝟏𝟏 𝟐𝟐 𝑶𝑶𝑫𝑫 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 = 𝟐𝟐𝟐𝟐 + 𝟏𝟏 𝟐𝟐 + 𝟑𝟑
𝟐𝟐
𝟐𝟐 + 𝟐𝟐 𝑯𝑯𝑯𝑯 𝑯𝑯𝑯𝑯

𝑶𝑶𝐃𝐃 𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 = 𝟐𝟐𝟐𝟐𝟐𝟐 𝑶𝑶𝑫𝑫 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 = 𝟐𝟐𝟐𝟐𝟐𝟐 + 𝟑𝟑
𝟐𝟐
𝟐𝟐 + 𝟏𝟏 𝑯𝑯𝑯𝑯 𝑯𝑯𝑯𝑯



• When one term is learned alone, it may encode some portion of 
the other clue, as it is also useful for inference











Comparisons
Self Attention Non-Local

Pairwise Attention

Disentangled Non-Local



Comments

• Combination of theoretical analysis and experimental analysis
• Reasonable extension and modelling

Limitations
• Limited improvements
• Only improvement of Non-Local, not outside the framework
• “Long”-range not long enough
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