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Feature learning: 
• maximize the within-class similarity s_p 
• minimize the between-class similarity s_n 

Many popular losses, e.g., triplet loss:
embed s_n and s_p into similarity pairs and seek to make (s_n − s_p) < m
(symmetric optimization)

Problems:
• Lack of flexibility for optimization. The penalty strength on s_n and s_p is equal. 
• Ambiguous convergence status. The decision boundary allows ambiguity for convergence. 
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• different similarity scores should have different penalty strength. 
• if a similarity score deviates far from the optimum, it should receive strong penalty.
• the weights are linear functions w.r.t similarity scores.
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Closer on the decision boundary



The Gradients of Losses

Circle loss assigns different gradients to the similarity scores, 
depending on their distances to the optimum  (e.g. A and B)



Experiment: Face recognition 



Experiment: Person re-ID



Experiment: Fine-grained image retrieval



• Circle loss allows the similarity scores to learn at different paces. 
• High flexibility in optimization.
• A more definite convergence target.

Conclusion

Comment

• Simple but effective
• Easy to implement
• Good presentastion of motivation


