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Self-supverised Representation Learning 
also called Unsupervised Representation Learning

The goal is to learn features that: 
• Map similiar sematics closer

• Transferrable to downstream tasks

The key is to generate ‘labels’ from the data by pretext tasks: 
• Predictive Pretext Tasks (Rotation, Jigsaws, Colorization, etc)

• Constrative Pretext Tasks (Instance discrimination)
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Query Positive Negative

Image A Augmented Image A Image B

Patch A Tracked Patch A in Video Random Patch B

Image A Channel A Image A Channel B Image B Channel B

Minimize the distance between positive pairs

Maintain the distance between negative pairs

BYOL achieves a new state-of-the-art without using negative pairs. 

And no collapse! 
Like magic…

Constrative Learning: Similar to metric learning
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f are CNNs, g and q are MLPs , sg is stopping gradient
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MSE Loss between normalized ‘features’



Method: Very Simple!

Mean teacher as target network



Method: Very Simple!

Use f_theta as learned representation 
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Motivation Behind

Randomly initialized network:  1.4% accuracy on ImageNet

Randomly initialized network as target:  18.8% accuracy on ImageNet

Training a new network to predict a given target will produce enhenced representation… 

So what if build a sequence of representation, using the current network as the target of 
the subsequent network?

A >> B >> C >> D >> …

Use mean teacher as the target.

No experiment for this, Maybe hard to tune…

Sadly, why no collapse is not explained…
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Experiments

8h x 512 TPUs…



Comment: 
• Simple, Effective, maybe Delicate

• Unsupervised learning is the near future

• Augmentation matters

Guess why no collapse: 

1) The initialization is closer to the better representation than the collapsed one. 
Deep image prior. 

Good representation = Deep image prior + Ignorng non-semantics? 

2) The mean teacher provides a super delicate balance to avoid collapse. 
Initialization is not collapsed and mean teacher maintains it well. 

3) Batch norm scatters samples. 
4) Bless of dimensionality.


