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Review
Knowledge distillation

1.Traditional teacher-student 
distillation[1]

2. Fitnets (Hints)[2]




Motivation



Method
Knowledge Review 

• Definition: use previous (shallower) features (of 
the teacher) to guide the current (deeper) feature 
(of the student).


• How to extract useful information from multi- 
level information from the teacher and how to 
transfer them to the student 


•



Method
Review Mechanism 

1.Symbols

• input image  


• teacher network 


• student network  divided into 


•   is the logit of the student


• 


• Intermediate features , 

X
Γ
𝒮 (𝒮1, 𝒮2, ⋯, 𝒮n, 𝒮c)

Ys = 𝒮(X)
Ys = 𝒮c ∘ 𝒮n ∘ ⋯ ∘ 𝒮1(X)

(F1
s , ⋯, Fn

s) Fi
s = 𝒮i ∘ ⋯ ∘ 𝒮1(X)



Method
Review Mechanism 

3. multiple-layers knowledge distillation


4. single-layer knowledge distillation with review mechanism


2. single-layer knowledge distillation




Method
Review Mechanism 

3. multiple-layers knowledge distillation


4. single-layer knowledge distillation with review mechanism


2. single-layer knowledge distillation




Method
Review Mechanism 

5. multiple-layers knowledge distillation 

with review mechanism




Method
Review Mechanism 

5. multiple-layers knowledge distillation 

with review mechanism




Method
Review Mechanism 

5. multiple-layers knowledge distillation 

with review mechanism




Method 
Residual Learning Framework 

Fusion of features



Method
Attention based fusion (ABF) 

1.The higher level features are first resized to the same 
shape as the lower level features. 


2.Then two features from different levels are 
concatenated together to generate two H × W 
attention maps. 


3.These maps are multiplied with two features, 
respectively. Finally, the two features are added.



Method
Hierarchical context loss (HCL) function 

• L2 distance is only effective to transfer information 
between features from the same level.


• Spatial pyramid pooling



Method
ReviewKD



Experiments
Classification



Experiments
Classification



Experiments
Object Detection 

student: Mask R-CNN[3]  teacher: from Detectron2[4]

dataset: COCO2017



Experiments
Instance Segmentation 

student: Mask R-CNN[3]  teacher: from Detectron2[4]

dataset: COCO2017




Experiments
Ablation Study

• ResNet20 as the student and ResNet56 as the 
teacher on CIFAR100


• The student’s baseline result is 69.1

• Red - lower than baseline 

• Blue - higher than baseline



Experiments
Ablation Study

student: WRN16-2 


teacher: WRN40-2 


dataset: CIFAR-100 


teacher - 75.61
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