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Introduction

Self-Supervised learning
A form of unsupervised 
learning where the data
provides the supervision

(credit to Andrew Zisserman)

unsupervised learning

self-supervised learning

contrastive 
learning

generative 
learning

https://project.inria.fr/paiss/files/2018/07/zisserman-self-supervised.pdf
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• 𝑥𝑞 query

• 𝑥𝑝 positive sample

• 𝑥1, … , 𝑥𝑘 negative samples

• 𝑓𝜃 feature extractor (trained on positive/negative 
samples)

• 𝑝 = 𝑓𝜃(𝑥𝑝)

• 𝑞 = 𝑓𝜃 𝑥𝑞

• 𝑛𝑖 = 𝑓𝜃 𝑥𝑖 , 𝑖 = 1,… , 𝑘

• InfoNCE loss:

𝑥𝑞 𝑥𝑝 𝑥1 𝑥𝑘

…

feature extractor 𝑓𝜃
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• 𝑥𝑞 query

• 𝑥𝑝 positive sample

• 𝑥1, … , 𝑥𝑘 negative samples

• 𝑓𝜃 feature extractor (trained on positive/negative 
samples)

• 𝑝 = 𝑓𝜃(𝑥𝑝)

• 𝑞 = 𝑓𝜃 𝑥𝑞

• 𝑛𝑖 = 𝑓𝜃 𝑥𝑖 , 𝑖 = 1,… , 𝑘

• InfoNCE loss:

Train the feature extractor,
then test downstream tasks using feature extractor 



Motivation

• in InfoNCE loss:

use “zero-one” label

• but these “hard negative” crops in fact tend to be semantically close
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-> to built a consistent contrast

heterogeneous similarity



Method
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Experiment

• evaluate CO2 (proposed method) based on MoCo and MoCo v2

• train on ImageNet-1K 

• freeze the backbone network (including BN) after the unsupervised pre-
training stage 

• then train a supervised linear classifier (a fully-connected layer and a softmax
layer) on the 2048-D features

ResNet-50
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Experiment

• semi-supervised learning: finetune the whole pre-trained networks with only 
1% and 10% labels which are sampled in a class-balanced way



Experiment-transfer learning

• Image Classification:

train a linear SVM on the frozen 2048-D features extracted after the global 
average pooling layer  ↑ 2.9% than MoCo, ↑ 0.2% than MoCo v2

• Object Detection



Experiment



Discussion

• relaxes the stereotype restriction that negative labels should always be 
known and clean

• easily applied to other contrastive learning mechanisms

• it is an example of similarity of feature

• but for contrastive learning, choice of positive/negative samples are more 
important


