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Self-Supervised Representation Learning 
• Learn image features without human labels

• Map similar semantics closer

• Transferrable to downstream tasks

Common Idea: 
• Positive pair has similar features

• Negative pair has distinct features (Optional)
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EMA center

Subtract the center from teacher features (Moving first order BN)
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Softmax: Fake classification

Different temperatures

Student Teacher
Making the student to be more confident gradually
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ImageNet is object-centric
Guess the object with partial view



Especially good for transformers

Linear / k-NN probe on ImageNet 



Attention maps from multiple heads 

ViT [CLS]



Emerging Properties in Self-Supervised Vision Transformers 
Mathilde Caron, Hugo Touvron, Ishan Misra, Herv´e Jegou, Julien Mairal, Piotr Bojanowski, Armand Joulin, 

Facebook AI Research, Inria, Sorbonne University


Arxiv 2021

Dense Contrastive Learning for Self-Supervised Visual Pre-Training 
Xinlong Wang, Rufeng Zhang, Chunhua Shen, Tao Kong, Lei Li 

The University of Adelaide, Tongji University, ByteDance AI Lab


CVPR 2021 Oral



Self-Supervised Pre-Training for Dense Prediction Downstream Tasks 
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Self-Supervised Pre-Training for Dense Prediction Downstream Tasks 

No pooling
Positive pair:  

Feature vector at a location in a image

Feature vector at corresponding location in the augmented view of the same image  

Negative pair:  
Feature vector at a location in a image


Average of feature vectors of all locations in a different image 
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Self-Supervised Pre-Training for Dense Prediction Downstream Tasks 

Correspondence: 
Matching of feature maps


Computed from geometrics 
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Conclusion 
• DINO: Self-supervised learning + ViT

• DenseCL: Self-supervised learning for dense prediction

Comments 
• Datasets and augmentations matter

• Downstream tasks matter


