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Introduction
Task:  
Multimodal representation learning for medical tasks
< radiology report, radiology image>

Transfer: 

• image-text retrieval

• classification

• segmentation

Idea:  
global-local representation learning 

by contrasting image sub-regions 
and report words



Method



Method

Paired



Method
Resnet-50

Final layer D x 1

Region features D x M



Method

BioClinicalBERT

Word features D x W

Summed word features D x 1



Method

Global contrastive learning
Predict correct text from image Predict correct image from text 



Method

Local contrastive learning: 

Learn attentions that weigh different image sub-
regions based on their significance for a given word




Method

Region-word similarity (M x W) 



Method

For each word i, compute a attention-weighted image region feature



Method

Local contrastive learning:
Similar to global contrastive learning, but with a local matching function

i: wordv_l,t_l t_li



Global contrastive learning
Predict correct text from image Predict correct image from text 
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Local contrastive learning

Predict correct text from image Predict correct image from text 

v_li,t_li
v_li,t_lk v_lk,t_li

v_li,t_li



Global contrastive learning
Predict correct text from image Predict correct image from text 
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Local contrastive learning

Predict correct text from image Predict correct image from text 

v_li,t_li
v_li,t_lk v_lk,t_li

v_li,t_li

Regions and words in paired image and text should be better matched



Transfer

• image-text retrieval: 

global similarity and local matching score


• classification: 

zero-shot classification by image-text similarity

generate text for each class in terms of sub-types, severities and locations

find the class with highest average similarity 


• segmentation: 

fine-tune



global only

Experiment

Image-text retrieval Zero-shot classification

Overfit

Pre-trained on CheXpert Full



Experiment

Supervised classification: Linear classifier



Experiment

Segmentation: U-Net Attention weights

肺炎 ⽓胸 ⽔肿 不透明



Conclusion

• global + local representation learning for medical tasks

• local representation learning with region-word matching

• tested on chest X-ray





[”Car”, ”dio”, ”mega”, ”ly”], it is important to understand the direct correspon- dence of the term ”Cardiomegaly” 

Most state-art-the art methods require pre- trained object detection model for local feature extraction, which is not applicable for medical images. 


