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What is Surgical Phase Recognition?

Predict what surgical phase is occurring at each frame in the 

surgical videos.

Why Multi-Stage Architecture?

The imperfect predictions can be further refined.

Surgical video contents contain rich temporal patterns.

End-to-End not Work in Multi-Stage

1. The inputs of the refinement stage during training and 

inference are different.

2. The limited size of current datasets.

Our Solution

Train predictor stage and refinement stage separately.

Design two types of training sequences to simulate the real 

output of the predictor during inference.

Disturbed Prediction Sequence Generation

Mask-Hard-Frame Type

Cross-Validate Type

Experiments

Comparison with SOTA on Cholec80 dataset

Comparison with End-to-End on Cholec80 dataset

Conclusion

A new non end-to-end training strategy to minimize the 

distribution gap between the training and inference.
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