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Abstract

We present a new model to assess the performance of actions visually from videos by graph-based joint relation modelling. Previous works mainly focused on the whole scene including the performer’s body and background, yet they ignored the detailed joint interactions. This is insufficient for fine-grained and accurate action assessment, because the action quality of each joint is dependent on its neighbouring joints. Therefore, we propose to learn the detailed joint motion based on the joint relations. We build trainable Joint Relation Graphs, and analyze joint motion on them. We propose two novel modules, the Joint Commonality Module and the Joint Difference Module, for joint motion learning. The Joint Commonality Module models the general motion for certain body parts, and the Joint Difference Module models the motion differences within body parts. We evaluate our method on six public Olympic actions for performance assessment. Our method outperforms previous approaches (+0.0912) and the whole-scene analysis (+0.0623) in the Spearman’s Rank Correlation. We also demonstrate our model’s ability to interpret the action assessment process.

1. Introduction

Action performance assessment is a task of assessing how well an action is performed. Action assessment techniques are rather important in some real-world applications. For example, in medical treatment, action assessment systems can help to monitor and evaluate the patients as they perform daily tasks. In sports, using automatic assessment techniques, we can build universal scoring systems for each Olympic event, helping athletes to improve their performance.

The problem of automatically assessing the performance of actions using has recently been explored in the computer vision community. Several works attempted action performance assessment in videos [6, 7, 24, 10, 21, 20]. However, they analyze the actions in a coarse manner. Many methods [6, 7, 21, 20] simply extract features of the whole scene to assess the performance of actions. Although some works [24, 10] have analyzed the motion of each joint in an attempt to better discover the fine-grained clues for assessment, they analyze the locations of each joint individually. Differently, for evaluating the fine-grained performance, we consider the interactive motion pattern of several locally connected joints rather than looking at every joint individually. For example, in diving a bending knee is normal when the ankle and hip are also bending (e.g. at the rolling stage), whereas it is probably a flaw if both the ankle and hip are straight at a stretching posture (e.g. at the water-entering stage). Therefore, it is more appropriate to focus on the locally connected joints instead of a single joint for assessing the fine-grained performance.
In this work, we explore the joint relations among the motion of locally connected joints for action assessment. In particular, we focus on the body part kinetics modelled via the motion commonality, and the joint coordination modelled via the motion difference (See Figure 1). The motion commonalities of neighbouring (locally connected) joints indicate the general motion of a certain body part, while the motion differences among those neighbouring joints reflect the action coordination. A well-performed action must have skilled detailed motion and good coordination among joints all together.

To model the relations among the joint motion, we propose a graph-based action assessment network in which the nodes of the graphs correspond to the joint motion. We define two learnable relation graphs: the spatial relation graph to model the joint relations within a time step, and the temporal relation graph to model the joint relations across two immediate time steps. Based on these two graphs, we develop two motion learning modules, namely the joint commonality module and the joint difference module. The joint commonality module extracts the body part kinetics information at a specific time step by aggregating the joint motion in the spatial graph. The joint difference module extracts the coordination information by comparing each joint to its locally connected neighbours in the spatial graph as well as the temporal graph. Our model not only exploits the joint motion to improve the action assessment, but also learns the relation graphs for interpreting the evaluation process, because the trainable joint relation graphs show how much impact the neighbouring joints have on each other for action assessment.

In summary, our contributions are as follows. 1) We present a novel framework for action performance assessment that learns detailed joint motion. 2) We propose a Spatial Relation Graph and a Temporal Relation Graph to model the relations between neighbouring joints. 3) We propose a Joint Commonality Module and a Joint Difference Module to learn the joint motion on the joint relation graphs. We demonstrate that our proposed method outperforms previous works on existing datasets and that it can provide an understanding on the assessment process.

2. Related Work

Action Performance Assessment. Several works attempted action performance assessment in videos [11, 14, 16]. Gordon [11] was the first to explore the viability of automated action assessment from videos. It addresses several issues concerning the application of automated video assessment and demonstrates the application by assessing the performance of gymnastic vaults from skeleton trajectories. Then due to the intensive training needs in medical domain, many works [18, 26, 36, 39, 40, 10, 19] have focused on assessing skills in surgical tasks. However, they design specific features for each surgical maneuver, and thus the methods are difficult to generalize.

Regarding the task formulation, some methods [41, 40] formulate action assessment as a level classification task, splitting participants into categories of novice and expert. Some other methods [37, 6, 7, 1] formulate skill determination in videos as a pair-wise ranking task. Instead, following some methods [24, 32, 21, 20], we exploit reliable scores given by expert judges to guide the learning process and then formulate it as a regression task.

Most existing works on action assessment analyze the whole scene in a coarse manner[6, 7, 21, 20], without further modelling the detailed joint motion. Pirsiavash has taken into consideration the joint location sequences [24]. It extracts the DCT features of the joint location sequences and uses Support Vector Regression model to assess Olympic events. However it models each joint individually, without considering the relations among joints.

Relation Models. There are a few works on modelling different kinds of relations in the computer vision community, such as semantic relations [4], spatial relations [5, 35, 13, 29] and temporal relations [30, 38]. Some works aimed at modelling the spatial-temporal relations on human skeleton structure in action analysis [17, 34, 23, 15, 3]. In modelling the skeleton structure, a few works [17, 34] construct the human skeleton as a tree, which has actually removed some edges from the original skeleton graph, such as waist-to-waist. Others [23, 15] take out neighbouring joints, and tile them up to form an image. This has, in fact, added some irrelevant relations, since some adjacent joints in the image can be unrelated at all in the original skeleton structure. Another work of Çeliktutan’s [3] has tried to model skeleton graphs for action analysis. However this work focuses on aligning skeleton dynamic sequences, and has not modelled the joint relations on the skeleton graph. Instead we aim at modelling the joint relations for action analysis, preserving the graph structure of the skeleton joints.

Graph-based Joint Relations. Some works on action recognition but not assessment also model spatial-temporal joint relations through graphs [28, 33, 13]. They simply connect the same joints individually across time. This could work well for action recognition but is not enough in action assessment where the short-term, local fluency and proficiency is of great importance. In comparison, we focus on solving the action assessment problem and argue that a more fine-grained modelling on the joint relations is important. What is more, we particularly propose to aggregate the kinetics differences of each joint from its neighbours on both the spatial and the temporal relation graphs, which has not been attempted on graph modelling.
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The overall structure of our model. An input video is uniformly divided into \( T \) time steps. Our model gives assessment results for each time step. We take whole-scene and local-patch videos as input, where the local patches are cropped around joints. We extract the features of the whole-scene videos and the local-patch videos. Then the proposed Joint Commonality Module and the Joint Difference Module learn joint motion on the relation graphs, giving four learned features. The learned features are then fed to the Regression Module. Our model gives a partial result for each time step and an overall result for the whole video.

3. Approach

We consider the interactive motion pattern of several locally connected joints for assessing the performance of an action. For this purpose, we propose to learn both the detailed joint motion and the coordination within a joint neighbourhood, which consists of a certain joint and its neighbours. The overall structure of our model is shown in Figure 2.

3.1. Learning the motion of joint neighbourhoods

When assessing the action performance, we concern the motion of joint neighbours. We design a Joint Commonality Module to learn the general motion of a joint neighbourhood.

Before introducing the Joint Commonality Module, we first introduce a learnable Spatial Relation Graph which the module works on. The Spatial Relation Graph represents how much impact each neighbour has on the motion of a certain joint within each time step. Each node in the graph represents a certain joint. And each edge represents a relation between a pair of joints. An example of the spatial relation is shown in Figure 3. Note that not every pair of nodes is connected. A pair of nodes \((x, y)\) is treated as irrelevant, if neither the corresponding joints are exactly the same, nor they are connected in the human skeleton. For example in Figure 3, the node of \( a \) and the node of \( z \) are irrelevant. We denote the adjacent matrices for the Spatial Relation Graph as \( A_s \in \mathbb{R}^{J \times J} \), where \( J \) is the total number of skeleton joints. An element \( A_s(i, j) \) in the adjacent matrix denotes how much impact the \( i^{th} \) joint has on the \( j^{th} \) joint. The elements in \( A_s \) are non-negative and learnable, except for those of the irrelevant joint pairs, which are set as zeros. The learnable elements are initialized randomly except for those of the irrelevant joint pairs, which are set as zeros.

The Joint Commonality Module preforms graph convolutions on the Spatial Relation Graph and learns the joint motion features within joint neighbourhoods, which is inspired by the Graph Convolution Networks [25]. The model outputs the Commonality Features, showing the general motion of joint neighbourhoods.

In an aggregation process, each node transmits the motion feature it possesses to its neighbours. We denote the feature matrices before and after the graph convolution as \( H^0 \) and \( H^1 \), which contains hidden states of all nodes in the \( t^{th} \) time step. Here \( c \in \{0, 1\} \) denotes whether the graph convolution has been performed. The graph convolution can be written as a matrix multiplication of the adjacency matrix and the hidden states matrix. The computation of \( H^1 \) is as follows:

\[
H^1 = A_s \cdot H^0_c, \tag{1}
\]

where \( H^0_c, H^1_c \in \mathbb{R}^{J \times M} \). Here \( J \) denotes the total number of joints and \( M \) denotes the feature dimension of the hidden states. Specially, the hidden states contain the motion features before the convolution, i.e. \( H^0_c = F^t \), where \( F^t \in \mathbb{R}^{J \times M} \) indicates the joint motion features at the \( t^{th} \) time step.

Then the module aggregates hidden states of all nodes as a Commonality Feature \( \bar{h}_C^t \), where \( t \) is the time step number
and \( c \in \{0, 1\} \) denotes whether the graph convolution has been performed. The feature aggregation is a mean pooling, which can be written as:

\[
\tilde{h}_c^t = \frac{1}{N} (H_c^T \cdot 1),
\]

where \( 1 = [1, 1, ..., 1]^T \) is an all-ones vector.

The proposed Joint Commonality Module learns the motion of individual joints (before the convolution) and that of joint neighbourhoods (after the convolution), which depict the local motion in smaller and larger granularity.

### 3.2. Learning coordination in joint neighbourhoods

Beside the general motion of joint neighbourhoods, the motion coordination is also important for action assessment. Great motion differences among joints within a neighbourhood indicate a lack of coordination. We introduce a Joint Difference Module that learns the motion differences of joints within a neighbourhood (after the convolution), which depicts the local motion in smaller and larger granularity.

The Joint Difference Module computes the motion differences between joint \( i \) and each of its neighbours \( j \) at time step \( t \). The motion differences are attended by weights in \( A_x(i, j) \) and \( A_p(i, j) \). Then the joint \( i \) aggregates the motion differences within its neighbourhood with weighted sum. The aggregated motion differences for all joints at the present time step \( t \) form the matrices \( D_x^t \) and \( D_p^t \). An illustration of the construction of \( D_x^t \) is shown in Figure 4. The computation of \( D_x^t \) and \( D_p^t \) can be written as:

\[
D_x^t(i, m) = \sum_j (A_x(i, j) \cdot (F_x(i, m) - F_x(j, m))) \cdot w_j,
\]

\[
D_p^t(i, m) = \sum_j (A_p(i, j) \cdot (F_p(i, m) - F_p^{t-1}(j, m))) \cdot w_j,
\]

where \( F_x^{t-1} \) is the joint features at time step \( t - 1 \) (the predecessor), and \( F_p^t \) is those at time step \( t \) (the predecessor). We use \( F_x(i, m) \) to denote the \( m^{th} \) dimension of the joint feature of the \( i^{th} \) joint, which is a real number. Again, \( J \) is the total number of joints, and \( M \) is the dimension of the joint features. The weight in the neighbourhood aggregation is denoted as \( w_j \), which is learnable and represents the influence joint \( j \) has on others for action assessment.

The aggregated motion differences for each joint are fused by mean pooling to form the Difference Features \( d_x^t \) and \( d_p^t \); that is \( d_x^t \) can be written as:

\[
d_x^t = \frac{1}{N} (D_x^T \cdot 1),
\]
where \( \tilde{d}_t^k \in \mathbb{R}^M \) is the Difference Feature for time step \( t \).

The computation of \( \bar{d}_t^s \) is the same as that of \( \tilde{d}_t^s \).

## 3.3. Assessing the performance

### Regression Module

In the following, we introduce a Regression Module for computing assessment results. The features input to the Regression Module are the whole-scene video feature \( q_t \in \mathbb{R}^M \), the Commonality Features \( \hat{h}_t^i \) and the Difference Features \( \tilde{d}_t^i \) and \( \tilde{d}_t^s \). We take use of the whole-scene feature, because the athlete’s position in the scene is also necessary for action assessment.

More specifically, firstly the features are encoded by into feature encoders. An input feature \( u_t^i \) can be \( q_t, \hat{h}_0^i, \hat{h}_t^i, \tilde{d}_s^i \) or \( \tilde{d}_t^s \). The encoding process is written as

\[
\tilde{u}_t^i = C_i(u_t^i),
\]

where \( C_i \) is an encoding function and \( \tilde{u}_t^i \) is the corresponding encoded feature.

Secondly, they are aggregated by a feature pooling layer to form an overall feature \( v_t \),

\[
v_t = \sum \alpha_i \cdot \tilde{u}_t^i + \beta_i,
\]

where \( \alpha_i \) is the scalar for a feature \( \tilde{u}_t^i \) and \( \beta_i \) is the corresponding bias.

In order to reduce the redundancy between different features, we apply an orthogonal regularization term in the feature pooling layer during training, as in [31]. The orthogonal regularization is written as

\[
R_O = \sum_{i,j} \gamma \cdot (\tilde{u}_t^i \cdot \tilde{u}_t^j)^T,
\]

where \((\tilde{u}_t^i, \tilde{u}_t^j)\) is a pair of features to be orthogonalized, and \( \gamma \) is a predefined coefficient.

Finally we gain the assessment results with two fully connected layers. The overall assessment result is given by:

\[
s = \sum_t S(v_t),
\]

## Table 1. The results of our model in comparison with state-of-the-art methods and our baselines. Our model achieves state-of-the-art performance, and it outperforms the baselines in each of the six actions.

<table>
<thead>
<tr>
<th></th>
<th>Diving Gymvault</th>
<th>Skiing</th>
<th>Snowboard</th>
<th>Sync. 3m</th>
<th>Sync. 10m</th>
<th>Avg. Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pose+DCT [24]</td>
<td>0.5800</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>ST-GCN [33]</td>
<td>0.3286</td>
<td>0.5770</td>
<td>0.1681</td>
<td>0.1234</td>
<td>0.6600</td>
<td>0.4683</td>
</tr>
<tr>
<td>C3D-LSTM [21]</td>
<td>0.6047</td>
<td>0.5560</td>
<td>0.4971</td>
<td>0.5029</td>
<td>0.7912</td>
<td>0.6927</td>
</tr>
<tr>
<td>C3D-SVR [21]</td>
<td>0.7902</td>
<td>0.6824</td>
<td>0.5209</td>
<td>0.4006</td>
<td>0.5937</td>
<td>0.9120</td>
</tr>
<tr>
<td>Whole Scene</td>
<td>0.6353</td>
<td>0.6712</td>
<td>0.5179</td>
<td>0.5053</td>
<td>0.8785</td>
<td>0.8832</td>
</tr>
<tr>
<td>Whole+Patch</td>
<td>0.7043</td>
<td>0.6758</td>
<td>0.5781</td>
<td>0.4547</td>
<td>0.8547</td>
<td>0.8766</td>
</tr>
<tr>
<td>Ours</td>
<td>0.7690</td>
<td>0.7358</td>
<td>0.6006</td>
<td>0.5405</td>
<td>0.9013</td>
<td>0.9254</td>
</tr>
</tbody>
</table>

## Table 2. An ablation study showing the contributions of each component in our model. Both the Joint Commonality Module and the Joint Difference Module contribute to the model performance. The feature encoders and the feature pooling layer are necessary in our methods for fusing the learned features.

<table>
<thead>
<tr>
<th></th>
<th>Diving Gymvault</th>
<th>Skiing</th>
<th>Snowboard</th>
<th>Sync. 3m</th>
<th>Sync. 10m</th>
<th>Avg. Corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pose+DCT</td>
<td>0.5800</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>w/o Commonality</td>
<td>0.3286</td>
<td>0.5770</td>
<td>0.1681</td>
<td>0.1234</td>
<td>0.6600</td>
<td>0.4683</td>
</tr>
<tr>
<td>w/o Difference</td>
<td>0.6047</td>
<td>0.5560</td>
<td>0.4971</td>
<td>0.5029</td>
<td>0.7912</td>
<td>0.6927</td>
</tr>
<tr>
<td>w/o Spatial Relation</td>
<td>0.7193</td>
<td>0.6517</td>
<td>0.5059</td>
<td>0.4752</td>
<td>0.8745</td>
<td>0.8513</td>
</tr>
<tr>
<td>w/o Temporal Relation</td>
<td>0.7273</td>
<td>0.6640</td>
<td>0.5186</td>
<td>0.5203</td>
<td>0.8824</td>
<td>0.8049</td>
</tr>
<tr>
<td>w/o Feature Pooling</td>
<td>0.7288</td>
<td>0.7349</td>
<td>0.5504</td>
<td>0.4528</td>
<td>0.8640</td>
<td>0.9032</td>
</tr>
<tr>
<td>w/o Feature Encoders</td>
<td>0.6904</td>
<td>0.6755</td>
<td>0.5084</td>
<td>0.4529</td>
<td>0.8421</td>
<td>0.8268</td>
</tr>
<tr>
<td>Whole-scene (Baseline)</td>
<td>0.6353</td>
<td>0.6712</td>
<td>0.5179</td>
<td>0.5053</td>
<td>0.8785</td>
<td>0.8832</td>
</tr>
</tbody>
</table>

## 4. Experiment

We first describe the implementation details of our model, and then we present the assessment results on six Olympic actions alongside baselines and analyze the contributions of each module with an ablation study. We also explore the robustness of our model to pose estimation methods and extend our methods to egocentric surgical tasks. Finally we present qualitative results of our method.

### 4.1. Implementation Details

#### Data Preprocessing

We extract human poses and bounding boxes with pose estimation method based on MaskRCNN [12]. Examples of pose estimation results are shown in Figure 5. We utilize 13D pre-trained on Kinetics [2] to extract the joint features of RGB and optical flow (obtained by TV-L1 algorithm [22]). The whole-scene features are obtained with whole images, while the joint motion features are obtained with local patches cropped around joints. We divide the videos into 10 segments, and 16 frames are uniformly sampled out in each segment as the input to the 13D

Figure 5. Examples of the pose estimation results.
network. We augment the videos by left-right flipping. The ground-truth scores published by the Olympic Committee are normalized to 0-100 as the supervision of our assessment model. More details can be found in our supplementary material.

Model Training. All models are trained using Adam Optimizer with a batch size of 64. We utilize cyclic learning rate [27] of \{1e-4, 1e-5 and 1e-6\}, changing every 500 iterations, starting from 1e-4. In implementation, \( C_i \) is an FC layer of shape 400 \( \times \) 512 with ReLU activation. Then the first FC in the Scoring Module is of shape 512 \( \times \) 128, with ReLU activation, and the second FC is a linear layer of shape 128 \( \times \) 1. \( \gamma \) is set as 0.8. For stable training, we optimize the weights in multiple stages. Firstly, we separately train the baseline branch (Orange in Figure 2), the Joint Difference Module (Blue in Figure 2) and the Joint Commonality Module based on the \( A_n \) learned so far. In this stage, the feature pooling layer is not included and the Regression Block is not saved. All branches are trained for 4500 iterations. Then we train the full model based on the weights from the previous stage; the feature pooling layer is included, and the Regression Block is re-initialized. The second stage runs for 3000 iterations, while the loaded weights are fixed in the first 500 iterations. For fair comparison, we load weights of the 1500-iteration whole-scene checkpoints in this process. And we compare our final model (+3000 step) with the 4500-iteration whole-scene model and the 4500-iteration Whole+Patch model, which is denoted as the baselines in Table 1.

4.2. Quantitative Results

The Olympic Actions. We evaluate our assessment method on six actions of the AQA-7 Dataset [20] all collected from Summer and Winter Olympics, containing 1106 videos in total. We follow the experimental settings of [20] and exclude the trampoline, whose annotations are not released yet. The Diving was first collected by Pirsiavash [24] and then extended by [21]. The Gymvault was collected by [21], while the other four actions were first published in [20]. We followed the training and testing split in [20].

Evaluation Metric. For consistence with existing literature [24, 21, 20], the Spearman’s rank correlation (ranging from -1 to 1, the higher the better), which shows the ranking correlations between two series, is used to evaluate the correlation between the predicted and ground-truth assessment results. It is defined as \( \rho = \frac{\sum (p - \bar{p})(q - \bar{q})}{\sqrt{\sum (p - \bar{p})^2 \sum (q - \bar{q})^2}} \), where \( p \) and \( q \) indicate the ranking of the two series respectively. The average Spearman’s Rank Correlation across actions is computed from individual per-action correlations using Fisher’s z-value as in [20].

Comparison with state-of-the-art methods and our baselines. Table 1 shows the results of our model on the six Olympic actions, in comparison with state-of-the-art methods. We use the method proposed in [24, 21] as the current state-of-the-art performance for action assessment on the six actions. As Pirsiavash [24] performed experiments only on the diving action, we only present their results in Diving. Our proposal outperforms all state-of-the-art methods and baselines. Compared with the C3D-SVR method [21], our model achieves better performance in all but Diving, with an improvement of 0.0912 on average. The success of our model is partially because our method is based on the successful I3D [2] model in video feature extraction, and also partially because the use of our graph modelling for assessing the action performance. Therefore, we also evaluate two baselines using the I3D for video feature extraction without using our graph-based modelling, i.e. one uses only the I3D features for the whole scene to assess the action performance, and the other one using both the whole-scene and the local-patch features with mean pooling. Our method achieves better performance on each action as compared to the two baselines, and the results show that our graph-based joint motion learning provides significant improvement for action assessment. The proposed method also outperforms the ST-GCN [33] (the classification layer replaced with our Regression Module), showing the effectiveness of our graph modelling for action assessment.

Ablation Study. In Table 2 we present the results of a per-task ablation study. We evaluate the individual contributions of the Joint Commonality Module, the Joint Difference Module, the feature pooling layer and the feature encoders. We try to remove each of the component from

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Ours:AlphaPose</th>
<th>Ours:Mask-RCNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6339</td>
<td>0.7558</td>
<td>0.7630</td>
</tr>
</tbody>
</table>

Table 3. Robustness to pose estimation methods. Our model has performance gains on both pose estimation methods. The results show that our model is robust to the pose estimation methods.

<table>
<thead>
<tr>
<th></th>
<th>Suturing</th>
<th>Needle Passing</th>
<th>Knot Tying</th>
<th>Avg. Cor.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST-GCN [13]</td>
<td>0.31</td>
<td>0.39</td>
<td>0.58</td>
<td>0.43</td>
</tr>
<tr>
<td>TSN [6]</td>
<td>0.34</td>
<td>0.23</td>
<td>0.72</td>
<td>0.46</td>
</tr>
<tr>
<td>Whole-scene</td>
<td>0.09</td>
<td>0.10</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Joint Motion</td>
<td>0.17</td>
<td>0.25</td>
<td>0.55</td>
<td>0.34</td>
</tr>
<tr>
<td>Whole + Joint</td>
<td>0.17</td>
<td>0.37</td>
<td>0.73</td>
<td>0.46</td>
</tr>
<tr>
<td>Ours</td>
<td>0.36</td>
<td>0.34</td>
<td>0.75</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table 4. The results of our model in comparison with state-of-the-art methods and our baselines on the JIGSAWS Dataset through four-fold cross-validation.
Spatial Relation of Joints

Temporal Relation of Joints

Figure 7. Visualizing the learned relation graphs for Gymvault. We visualize the adjacent matrix of the Spatial Relation Graph (on the left), and that of the Temporal Relation Graph (on the right). As shown, within a time step, our assessment model for Gymvault attaches great importance to the relations among some key joints, such as hips, shoulders, and knees. And our model pays much attention to the motion of the same joint and the shoulders from the previous time step.

our full model. On average, removing each of the component results in a fall in the model performance. Removing the Joint Commonality Module, the performance drop of 0.0426 on average. And the performance also drops about 0.04 if we remove the Joint Difference Module. This shows that both the Joint Commonality Module and the Joint Difference Module contribute to the performance of our model. Still, there are a few exceptions in some actions. In Skiing, only using the Joint Commonality Module already achieves a good result, because the assessment of skiing focuses more on the general motion of body parts rather than the motion differences, since all body part motion has similar high speed. What’s more, the results drop when we remove the Spatial Relation (-0.062) or the Temporal Relation (-0.0426). This shows that both spatial and temporal relations are vital for action assessment. Also, removing the feature pooling layer and the feature encoders causes a drop of over 0.039 in the performance. Features from each branches have different distributions. They need to be mapped to a shared space at feature learning. The Encoders and the feature pooling layer are both necessary in our assessment framework.

Robustness to Pose Estimation Methods. Apart from the pose estimation methods based on Mask-RCNN [12], we also evaluate our model on the Diving based on AlphaPose [8]. The evaluation results of our model based on both pose estimation methods are shown in Table 3. As we can see, our method has improvement gains on both pose estimation methods. With AlphaPose, our method has a gain of 0.1219 on the correlation. With Mask-RCNN, our method has a performance gain of 0.1291. This shows that our method has robustness to both pose estimation methods.

Extension to Egocentric Surgical Videos. We additionally evaluate our model on the JIGSAWS Dataset [9], which contains egocentric videos on three surgical activities. The JIGSAWS Dataset contains stereo recordings captured by left and right cameras, and we consider both left-view and right-view recordings as individual samples. We regard the master tool manipulators (Masters) and the patient-side manipulators (Slaves) as nodes and extract DCT of the 3D kinetics as local features. Figure 6 shows the relation graphs for the surgical actions. We perform four-fold cross-validation as done in [6]. The results are shown in Table 4 and again demonstrates the better performance achieved by our model.

4.3. Qualitative Results

The Relation Graphs. In Figure 7 we visualize $A_s$ and $A_p$ for the relation graphs $G_s$ and $G_p$, learned by our model on the Gymvault. From the learned $A_s$, we can see that our model pays more attention to the detailed motion among shoulders, hips and knees. This is not a surprising result, as they are traditional vital key-points in action analysis.

From the learned $A_p$, we can see the positions around the principal diagonal (the solid line) is in deeper color. We can see that our model attaches great importance to motion of the same joint from the previous time step. This is consistent with our perception, that judging the performance of an action depends highly on the previous motion of the same joints. And our model also attaches great importance to the shoulder’s previous motion (the dashed lines) when analyzing related joints, because shoulders are important anchors in action analysis.

The results are very interesting, as they indicate how we
assess the present joint motion. When we evaluate the motion of each joint, we attach importance to the synchronous motion of several anchor joints, as well as the previous state of the same joint and the shoulders.

**Fine-grained Assessment Results.** In Figure 8, we show the assessment results of our model in comparison with those of the whole-scene baseline. We present the action assessment results of our model on two Gymvault cases. And we also show joints with highest and lowest scores. We obtain scores for a certain joint by retaining only the features of that joint at the Commonality and the Difference features, instead of pooling features of all joints together (Equation 2 and Equation 4).

We can see that the athlete above didn’t perform well at first, but he successfully landed with a beautiful pose. Here, our model not only gives scores throughout the landing process, but also successfully detects the joints with best performance. At the last two time steps, our model gives highest scores to the the left-shoulder. The whole-scene baseline, on the contrary, fails to recognize the good ending pose at the last time step. This is because the whole-scene method pays little attention to the human posture. In the second case, the athlete fell down at her landing. She also performed poorly at the second time step. This is also detected by both our model and the whole-scene baseline. At the second time step, our model gives the lowest score to the unstable right-hip. At the finishing posture, our model gives the lowest score to the right-elbow which bends abnormally.

5. Conclusion

In this paper we have presented a new model to assess the action performance through graph-based joint relation modelling. We build joint trainable joint relation graphs, and analyze joint motion on them. We propose two novel modules, the Joint Commonality Module and the Joint Difference Module for joint motion learning within body parts. The proposed method achieves state-of-the-art results for action performance assessment on Olympic actions, and can help to interpret the action assessment process.
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