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Comparison with SOTA

What is amodal instance 

segmentation?

Predict the complete mask of the occluded instance, 

including both visible and invisible regions.

Visible Instance 

Segmentation

Amodal Instance 

Segmentation

Problems in existing AIS 

methods:
confused for distinguishing whether the

object is occluded
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Our approach:

Step 1: Multi-level feature extraction

Step 2: Cascaded feature enhancement

Step 3: Learn and embed occlusion distinguishable information

Step 4: Amodal masks and categories prediction

Occlusion Distinguish Module
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Experiments:
Step 1

Summary:

1. This paper proposes an end-to-end transformer-
based method named OAFormer to handle the
occlusion confusing problem in the AIS task

2. OAFormer contains two novel components that learn

and embed each instance’s occlusion information

from instance-level and spatial-level

3. Experiments show that OAFormer can achieve state-

of-the-art performance on the D2SA and COCOA-

cls datasets.
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