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Abstract—Blind image quality assessment (BIQA) is a useful but challenging task. It is a promising idea to design BIQA methods by mimicking the working mechanism of human visual system (HVS). The internal generative mechanism (IGM) indicates that the HVS actively infers the primary content (i.e., meaningful information) of an image for better understanding. Inspired by that, this paper presents a novel BIQA metric by mimicking the active inference process of IGM. Firstly, an active inference module based on the generative adversarial network (GAN) is established to predict the primary content, in which the semantic similarity and the structural dissimilarity (i.e., semantic consistency and structural completeness) are both considered during the optimization. Then, the image quality is measured on the basis of its primary content. Generally, the image quality is highly related to three aspects, i.e., the scene information (content-dependency), the distortion type (distortion-dependency), and the content degradation (degradation-dependency). According to the correlation between the distorted image and its primary content, the three aspects are analyzed and calculated respectively with a multi-stream convolutional neural network (CNN) based quality evaluator. As a result, with the help of the primary content obtained from the active inference and the comprehensive quality degradation measurement from the multi-stream CNN, our method achieves competitive performance on five popular IQA databases. Especially in cross-database evaluations, our method achieves significant improvements.
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I. INTRODUCTION

Objective image quality assessment (IQA) aims to evaluate the perceptual quality of an image automatically. During the process of image acquisition, transmission, compression and storage, various distortions will be introduced, resulting in the deterioration of image quality. Generally, as the ultimate receiver of images, subjective IQA is deemed as the most accurate and reliable method. However, subjective quality evaluation is laborious, expensive and cannot be embedded into real-time image processing system. Therefore, it’s essential to develop objective IQA algorithm for automatic quality prediction.

Based on the availability of reference image, objective IQA can be generally classified into three categories: full-reference (FR) IQA, reduced-referenced (RR) IQA and no-reference (NR) IQA [1]. With the full reference image or partial information for comparison, many excellent FR-IQA or RR-IQA methods have been proposed in the literature. However, in most real-world scenarios, the reference image is not accessible. Thus, NR-IQA, a.k.a. blind IQA (BIQA), attracts growing attention in recent years.

Generally, traditional BIQA methods involve two phases. First, handcrafted descriptors are designed to extract quality-aware features [2]–[6]. Next, a mapping function is designed to map the features into quality values. However, the representation of handcrafted features is limited in modeling the characteristics of diverse distortions and image contents.

Recently, due to the strong feature representation capability of convolutional neural network (CNN), some CNN-based BIQA methods have been developed. Compared to traditional BIQA, dramatic improvement has been achieved by CNN-based methods [7], [8]. However, due to the lack of reference information as guidance, it’s still a challenging task for existing CNN-based methods to predict the image quality highly consistent with subjective perception.

As a highly developed system, human visual system (HVS) can easily judge the image quality. It’s a natural idea to develop BIQA methods by mimicking the working mechanisms of HVS. In fact, what we “see” is not the lateral translation of input stimuli but the response of interactions between the external stimuli and the internal brain mechanisms. Recently, some researches on neural science, such as free energy principle [9], [10] and Bayesian brain hypothesis [11], indicate that HVS works with an internal generative mechanism (IGM) for perception and recognition. For an input scene, IGM tries to avoid the disorderly information and gives the best explanation in a constructive manner [12]–[14]. In other words, the HVS has an active inference process within IGM. For an input image, IGM first analyzes the correlation among pixels. Then combining with the inherent prior knowledge, IGM infers the corresponding primary content actively to better understand the input.

The primary content comprises the primary scene information (i.e., regular structure that represents meaningful information of the input image for better understanding) and will be transported to the high level of HVS for interpretation [15]. The prediction error between the input image and its primary content has little effect on the understanding of image, but it reflects the distortion and may cause uncomfortable
feelings of HVS. Besides, the interaction between the primary content and the distortion (i.e., the prediction error) will cause the image content degradation. These properties indicate that we can explore the image perceptual quality from different perspectives.

In this work, inspired by IGM, an active inference module is firstly established to emulate the working process of IGM. Here, the active inference refers to the simulating of IGM to predict the primary content. Considering the excellent performance of generative adversarial network (GAN) in inferring image contents and synthesizing realistic images, the GAN framework is adopted in the active inference module. GAN, however, is usually used to generate high-quality or distortion-free images. Different from that, our proposed GAN aims to predict the primary content of a distorted image, which is not the best-effort restoration of the reference image. For example, when a distorted image is destroyed severely, the HVS can’t infer the pristine distortion-free content. In other words, GAN will improve the understanding of the input image, but it will not change the underlying visual information. The main semantics of the distorted image should be highly consistent with that of its primary content. Besides, since the prediction error comprises disorderly information, the structure similarity between the prediction error and the primary content should be as small as possible. Therefore, two new IGM-inspired constraints, i.e., semantics similarity constraint and structure dissimilarity constraint, are proposed in the objective function. As a result, the proposed GAN-based active inference module is effective to simulate the IGM theory to predict the primary content for multifaceted quality analysis.

Next, a multi-stream CNN-based quality evaluator is proposed to measure the image quality from multiple aspects. Generally, the psychovisual quality of an image is highly related to three aspects, i.e., the scene information (content-dependency), the distortion type (distortion-dependency), and the content degradation (degradation-dependency). According to the inherent correlation between the distorted image and its primary content, different prior information can be calculated to model the characteristics of the three aspects. For the content-dependency, the related features are extracted from the primary content directly. For the distortion-dependency, the prediction error is used to model its characteristic. Meanwhile, since the HVS is highly sensitive to structure, the structural features are widely used to measure the content degradation. Thus, the structure similarity [16] between the distorted image and its primary content is used to analyze the effect of the degradation-dependency on image quality. Finally, by considering the different prior information as input, a multi-stream quality evaluator is built, which incorporates the characteristics of the content-/distortion-/degradation-dependency together for quality prediction. Experiments on five popular IQA databases verify the effectiveness of our method. Especially in cross database evaluations, thanks to the prior information obtained from the active inference and the multifaceted quality analysis, our method significantly outperforms existing state-of-the-art methods at most cases.

In summary, the main contributions of this paper can be summarized as below:

1) We propose a novel GAN to emulate the active inference process of IGM. Thanks to the two IGM-inspired constraints, i.e., the semantics similarity constraint and the structure dissimilarity constraint, the proposed GAN-based active inference module can effectively predict the primary content of a distorted image for BIQA.

2) On the basis of the primary content, we design a multi-stream quality evaluator network that can simultaneously measure the effects of the content-/distortion-/degradation-dependency on image quality. Thanks to the multifaceted quality analysis, the proposed quality evaluator can effectively leverage the properties of IGM to predict the image quality. Experiment results on five benchmark IQA databases verify the superiority of our method.

The source code and pretrained model of the proposed method are available at https://web.xidian.edu.cn/wjj/paper.html.

II. RELATED WORK

In this section, we first review some traditional and CNN-based BIQA methods. Then, we give a brief introduction of GAN and some GAN-based BIQA methods.

A. Traditional Blind Image Quality Assessment

Many BIQA methods have been proposed during the past few years. Commonly traditional BIQA methods first extract handcrafted quality-aware features and then a regression function (e.g., SVR) is adopted to map the features into quality score. One of the most common approaches is natural scene statistic (NSS) based methods. For example, DIIVINE [17], BLINDS-II [18], and BRISQUE [19] respectively extract NSS-related features from the DWT, DCT and spatial domain to predict the perceptual quality. These methods are based on the hypothesis that the natural undistorted image possesses certain statistical properties which are altered in the presence of distortion. Another most common approach is HVS-based methods. Such as NRSL [20], LPSI [21], M3 [22] and [23] are proposed based on the assumption that HVS is adapted to the structural information, in which the features about gradient, luminance contrast or local binary pattern are extracted. In RISE [24], multiscale features are extracted for quality prediction based on the multiscale characteristic of HVS. Inspired by the free energy principle in HVS, NFEQM [12] proposes to use the free energy to predict the image quality on the premise of knowing the distortion type. In NRFRM [14], the NSS-related features, structure-related features and free-energy-related features are combined together to predict the image quality. However, due to the complexities of distortions and image contents, the representation ability of handcrafted features is still limited.

B. CNN-based Blind Image Quality Assessment

Recently, CNN has achieved great success in various computer vision tasks, such as image classification, object recognition and semantic segmentation. Due to the powerful feature
representation ability, many CNN-based BIQA methods have been proposed.

In [25], a shallow CNN network which consists of one convolutional layer, two fully connected layers and an output node is proposed for IQA. WiDIQaM [26] proposes a deep neural network for IQA, which comprises ten convolutional layers and five pooling layers for feature extraction, and two fully connected layers for regression. It takes the image patches as input and the weighted average score of image patches is computed as the final image quality. In BIECON [27], FR-IQA method is utilized to compute a proxy quality score for each image patch to train the network. Usually, large-scale databases are required to train a robust deep network. Existing benchmark IQA databases are hard to meet this requirement.

To cope with the problem of limited size of IQA database, RankIQA [28] proposes to pretrain the network on a large-scale ranked dataset in which the ranked images are automatically generated by applying distortion to reference image. In MEON [29], a large-scale synthetic dataset with known distortion types is collected to pretrain a multi-task network. In DB-CNN [30], both the popular ImageNet dataset and the synthetic collected dataset with known distortion types and levels are adopted. Pretraining on large-scale datasets related to IQA task effectively improves the performance of these CNN-based methods.

To leverage more complicated features, BLINDER [31] proposes to extract hierarchical features from multilevel of deep CNN model for BIQA, rather than just using features from the last convolutional layer. Considering different subjects may have divergent subjective perception for an image, a scalar quality score may not be adequate to represent the divergence. PQR [32] and DeepRN [33] propose to use the distribution of scores to represent the image quality. To learn more effective feature representations for BIQA, the gradient map is also fed into the network in Two-stream [34] to capture different level feature representations for BIQA, the gradient map is also fed into the network in Two-stream [34] to capture different level information.

C. Generative Adversarial Network

Generally, GAN [36] consists of two subnetworks: a generator $G$ to generate samples and a discriminator $D$ to distinguish the real samples from the generated samples. The training of $G$ and $D$ is a minmax game with objective function:

$$
\min_G \max_D V(D,G) = \mathbb{E}_{x \sim P_{data}} \left[ \log (D(x)) \right] + \mathbb{E}_{z \sim P_z} \left[ \log (1 - D(G(z))) \right]
$$

where $P_{data}$ is the real data distribution, $P_z$ is the distribution of the input noise. $D$ is optimized to assign the correct label for both the real samples and the generated samples. $G$ is optimized to minimize $\log (1 - D(G(z)))$. Through the adversarial training, the generator is expected to generate more

'\textit{realistic}' samples to fool the discriminator. Various GAN models have been developed and achieved great success in many image generation tasks, such as image synthesis, image super-resolution, image style transfer and image enhancement, which demonstrate the standout performance of GAN in generating realistic semantics and high-quality details.

However, it’s known that the training of GAN suffers from instability, such as vanishing gradients, mode collapse etc [37]. To ease the instability of the adversarial training process, WGAN [38] proposes to use the Earth-Mover (EM) distance instead of the Jensen-Shannon divergence to measure how close the real data distribution and the generated data distribution is. Under mild assumption, the EM distance is continuous and differentiable almost everywhere. Unlike traditional 0-1 classification, the discriminator $D$ in WGAN solves a regression problem. Weight clipping is additionally used on $D$ to enforce the Lipschitz constraint. However, weight clipping may lead to undesired behaviors, such as generating only poor samples or failing to converge. Therefore, instead of clipping weights, WGAN-GP [39] proposes to penalize the norm of gradient of $D$’s output with respect to its input directly to enforce the Lipschitz constraint. In our work, the objective function of WGAN-GP is adopted to stabilize the adversarial training.

Some GAN-based IQA methods [40]–[45] have also been developed in the last few years. In GADA [40], the GAN is adopted to generated distorted images to augment the size of the training dataset. To address the absence of reference image, H-IQA [41] proposes to use a GAN model to restore a hallucinated reference from the distorted image. Because it’s hard to design a universal GAN to restore the high-quality reference image for all distortion types, H-IQA introduces a novel modified discriminator to constrain the influence of bad restoration. Then the distorted image and the discrepancy map (i.e., the error between the distorted image and its hallucinated reference) are forward into a regression network to predict the image quality. Motivated by the free energy principle, RAN4IQA [45] supposes that HVS will unveil the mask of distortion and add details to figure out the pristine content. So a GAN model is established to restore the distorted image. Then an evaluator is built to measure the perceptual discrepancy between the distorted image and its restored counterpart. Our approach is different from them in the following ways. (1) First, our proposed IGM-guided GAN is not intended to restore the distorted image to a quality-perfect or distortion-free image, but to predict the primary content which may still contains degraded information. Because when an image is distorted severely, IGM couldn’t infer the pristine or distortion-free content effectively. (2) In our method, by utilizing the output of the GAN-based active inference module, different prior information can be obtained to measure the image quality from multiple aspects simultaneously, rather than just measuring the discrepancy between the distorted image and its restored counterpart. By integrating the multiple information as input, the proposed quality evaluator could better leverage the properties of IGM for BIQA.
By mimicking the active inference of IGM with GAN and CNN, a novel BIQA model (named as AIGQA) is built in this work. As shown in Fig.1, AIGQA mainly consists of two parts: the GAN-based active inference module and the multi-stream CNN-based quality evaluator. The active inference module is designed to emulate the active inference process of IGM to predict the primary content. The quality evaluator aims to integrate multi-stream prior information together to predict the perceptual quality. Following we will discuss the active inference module and the quality evaluator in detail.

### A. Active Inference Module

Inspired by IGM, an active inference module is firstly proposed to predict the primary content of a distorted image. During the past few years, GAN has shown prefect performance in image generation tasks. It can effectively understand the representation of image data and synthesize realistic samples. On the other hand, IGM can be viewed as a process of “analysis by synthesis” [12]. So the GAN framework is adopted to construct the active inference module, which comprises two components: the generator $G$ and the discriminator $D$. $G$ takes the distorted image $I_d$ as input and aims to predict its primary content $I_g$, i.e., $I_g = G(I_d)$. $D$ aims to discriminate the real primary content $I_r$ which is inferred by IGM from the predicted version $I_g$. Through the adversarial training between $G$ and $D$, the predicted primary content $I_g$ is expected to be indistinguishable from the real primary content $I_r$.

By adopting the WGAN-GP [39] framework, the objective function of $D$ is defined as:

$$D^* = \text{arg min } (-L_{adv} + L_{GP})$$

where $L_{adv}$ is the adversarial loss, $L_{GP}$ is the gradient penalty term. $L_{adv}$ is formulated as:

$$L_{adv} = \mathbb{E}_{I_r \sim P_r} [D(I_r)] - \mathbb{E}_{I_g \sim P_g} [D(I_g)]$$

where $P_r$ is the distribution of the real primary content, $P_g$ is the distribution of the predicted primary content generated by $G$. $L_{GP}$ is formulated as:

$$L_{GP} = \lambda \mathbb{E}_{\hat{x} \sim P_g} \left[ (\|\nabla \hat{D}(\hat{x})\|_2 - 1)^2 \right]$$

where $P_g$ represents the sampling distribution which samples uniformly along straight lines between $P_r$ and $P_g$. $\|\nabla \hat{D}(\hat{x})\|_2$ is the gradient norm of $D$’s output with respect to its input. $\lambda$ is the penalty coefficient, and as in WGAN-GP [39], $\lambda = 10$ in our experiments. Under the constraint of the adversarial loss $L_{adv}$, the generator $G$ is optimized to generate realistic images.

Except for the adversarial loss, in order to optimize $G$ to generate more realistic samples, the pixel loss $L_{pix}$ and the content loss $L_{content}$ [46] are also added into the loss function of $G$. $L_{pix}$ calculates the discrepancy between the predicted primary content $I_g$ and the real primary content $I_r$ at the pixel space, which is formulated as:

$$L_{pix} = \text{MSE} (I_g, I_r)$$

where $\text{MSE} (\cdot)$ calculates the mean square error between the two inputs. The content loss $L_{content}$, a.k.a. perceptual loss, is defined as the discrepancy between $I_g$ and $I_r$ at the feature space:

$$L_{content} = \text{MSE} (\phi_k (I_g) - \phi_k (I_r))$$

where $\phi_k (\cdot)$ is the feature maps at the $k$-th convolution layer of a pretrained network. In this work, the feature maps of $VGG3_3$ from VGG19 network pretrained on ImageNet are defined as the feature space to calculate the content loss. The pixel loss $L_{pix}$ ensures that $G$ could capture correct low frequencies. The content loss $L_{content}$ will enhance the ability of $G$ to learn perceptual representations. In addition, note that since we have no access to get the real primary content inferred by IGM, the reference image of a distorted image is adopted as the substitute.

The adversarial loss, pixel loss and content loss are widely used to generate high-quality or distortion-free images in recent GAN models, such as SRGAN [47], DeblurGAN [46]. However, it’s hard to train a universal GAN to restore the reference image for all distortion types. Different from that, our proposed GAN aims to mimic the active inference process of IGM to predict the primary content, rather than restore a pristine or distortion-free image. Thus, as shown in Fig.2, two IGM-inspired constraints are proposed in the objective function of $G$ to make the predicted primary content more consistent with IGM.

---

**Fig. 1. Flowchart of the proposed AIGQA.** AIGQA is mainly composed of two parts: the GAN-based active inference module and the multi-stream CNN-based quality evaluator.
1) **Semantics similarity constraint.** IGM aims to infer the primary content to help human brain better understand the input image, but it will not change the underlying visual information of the input. For example, for a distorted image which is severely destroyed by Gaussian blur, IGM couldn’t infer the text message as clear as in Fig.6(a). The main semantics of the input image $I_d$ and its primary content $I_g$ should be highly consistent. Thus, in order to maintain consistency in understanding and interpreting images, the semantics similarity constraint proposed here is defined by maximizing the following formula:

$$ R_{\text{semantics}}(I_g, I_d) = -MSE(\phi_k(I_g) - \phi_k(I_d)) \tag{7} $$

where $\phi_k(\cdot)$ is the same as in Eq.6, because CNN naturally learns hierarchical semantic features with the depth of layers from shallow to deep.

2) **Structure dissimilarity constraint.** To give the best explanation of an input image, IGM also tries to avoid the disorderly information which is represented by the prediction error $I_u$ between the input distorted image $I_d$ and its primary content $I_g$,

$$ I_u = |I_d - I_g| \tag{8} $$

The primary content $I_g$ contains the main structure information about the input scene. While the prediction error $I_u$ comprises disorderly information. Thus the structure similarity between the primary content $I_g$ and the prediction error $I_u$ should be as small as possible. In this work, we utilize the classical SSIM [16] to calculate structure similarity, which is defined as:

$$ SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)} \tag{9} $$

where $x$ and $y$ are two signals to compare, $\mu_x$ and $\mu_y$ are the mean intensity, $\sigma_x$ and $\sigma_y$ are the standard deviation, the constant $C_1$ and $C_2$ are included to avoid instability when denominator is very small. By applying Eq.9 pixel-by-pixel over the entire image within a local $8 \times 8$ square window, the structure similarity map $I_s$ between the primary content $I_g$ and the prediction error $I_u$ is obtained. For convenience, the process to calculate structure similarity map is formulated as:

$$ I_s = SSIM(I_g, I_u) \tag{10} $$

Note that according to the definition in SSIM [16], $I_g$ and $I_u$ are first converted to grayscale image to calculate $I_s$. As a result, in order to maintain the structure completeness of
the primary content, the structure dissimilarity constraint is defined by minimizing the following formula:

\[ R_{structure} (I_g, I_a) = \frac{1}{WH} ||SSIM (I_g, I_a)||^2_2 \]  

(11)

where \( W \) and \( H \) represent the width and height of \( I_g \).

Finally, the objective function of \( G \) is formulated as

\[ G^* = \arg \min \{ \mu_1 L_{ads} + \mu_2 L_{pix} + \mu_3 L_{content} + \mu_4 L_{sd} \} \]  

(12)

where \( L_{ss} = -R_{semantics} (I_g, I_d) \), \( L_{sd} = R_{structure} (I_g, I_a) \). In our experiments, we set \( \mu_2 = 1.0, \mu_3 = 0.01, \mu_4 = 0.01 \) and \( \mu_5 = 1.0 \) to balance the scale of each loss. For \( \mu_1 \), we set \( \mu_1 = \mu_2 \) for simplicity. Benefiting from the two IGM-inspired constraints, the proposed GAN is endowed with properties of IGM to predict the primary content.

B. Quality Evaluator

On the basis of the primary content, a multi-stream CNN-based quality evaluator which can measure image quality from multiple aspects is proposed. Existing CNN-based methods commonly only take the distorted image as input, which makes it difficult to learn effective features for multifaceted quality analysis. As discussed above, the psychovisual quality of image is highly related to three aspects (i.e., the content-dependency, the distortion-dependency and the degradation-dependency) and different prior information can be calculated to model the characteristics of the three aspects. Specially, the primary content \( I_g \) is used to analyze the effect of the content-dependency on image quality. The characteristic of the distortion-dependency is represented by the distortion map \( I_{dm} \) which is defined as the prediction error, i.e., \( I_{dm} = I_{a} \). Furthermore, by applying SSIM [16] again, the effect of the degradation-dependency is measured from the structural degradation map \( I_{sm} \), which is defined as the structure similarity map between the distorted image \( I_d \) and its primary content \( I_g \).

Thus, by incorporating the characteristics of the three aspects, a multi-stream quality evaluator is built as show in Fig.3. The primary content \( I_g \), the distortion map \( I_{dm} \) and the structural degradation map \( I_{sm} \) are fed into the subnetwork-2, subnetwork-3, subnetwork-4 respectively to extract features from different aspects. Besides, the distorted image \( I_d \) is also fed into the subnetwork-1 to extract information about the original input scene. Then the features from the four subnetworks are concatenated together and transported into the fusion network to predict the quality score. The whole process is formulated as:

\[ q = Q (I_d, I_g, I_{dm}, I_{sm}) = F (sub_1 (I_g), sub_2 (I_g), sub_3 (I_{dm}), sub_4 (I_{sm})) \]  

(13)

where \( Q, F, sub \) denote the processes of the whole quality evaluator, the fusion network and the subnetwork-i respectively. Note that \( I_{sm} \) is a grayscale image, so the input channel of the first convolution layer of subnetwork-4 is set to 1. By taking the subjective quality score as target, MSE loss is employed to train \( Q \). Through end-to-end optimization, the quality evaluator can effectively analyze the image quality from different aspects and predict the image quality highly consistent with subjective perception.

IV. EXPERIMENTAL RESULTS

In this section, we first describe the experimental setups, including datasets, evaluation criteria, and network architecture details. Then we compare the performance of AIGQA with other BIQA methods. We next conduct a series of ablation studies to identify the contribution of the key components of AIGQA. Finally, we also present some visualization samples obtained from the active inference module.

A. Experimental Setups

1) Training and Datasets: Both the active inference module and the quality evaluator adopt the Adam optimization algorithm for training. The training process is divided into two steps: pretraining on the collected synthetic images and finetuning on the standard IQA databases.

At the pretraining step, the collected synthetic images derive from the Waterloo Exploration Database (WED) [56]. WED contains 94 880 distorted images, which are generated from 4744 high-quality pristine images with 4 distortion types at 5 levels, i.e., white Gaussian noise, Gaussian blur, JPEG compression and JPEG2000 compression. As in [28]–[30], we additionally add 13 more distortion types which come from TID2013 [57] (i.e., #2, #5, #6, #7, #9, #14, #15, #16, #17, #18, #19, #22, #23) to the pristine images. Since FR-IQA has achieved high consistency with subjective perception. Thus, similar to [27], the state-of-the-art FR-IQA method, VSI, is utilized to label a quality score for each distorted image. As a result, a large scale training set is collected. Both the active inference module and the quality evaluator are pretrained on the collected training dataset. More specifically, during the pretraining process, we first train the GAN-based active inference module. Then we freeze the weights of the GAN, and pretrain the quality evaluator.

At the finetuning step, only the quality evaluator is finetuned on the standard IQA databases, including LIVE [58], CSIQ [59], TID2013 [57], LIVE-MD [60], LIVE-CH [61] and KADID-10K [62]. The LIVE consists 779 distorted images generated from 29 reference images by adding 5 distortion types. The CSIQ contains 886 distorted images created from 30 reference images, 6 distortion types. The TID2013 possesses 3000 distorted images generated from 25 reference images, 24 distortion types, and five levels for each distortion type. The LIVE-MD focuses on multiply distorted images, which consists 450 multiple distorted images created from 15 reference images. The LIVE-CH focuses on authentic distortion, which contains 1162 images captured by a large amount of camera devices in real world. And there is no reference image in LIVE-CH. The KADID-10k is a recently published large-scale synthetic database which contains 81 pristine images, each degraded by 25 distortion types in 5 levels. The subjective quality values (i.e., MOS or DMOS) are available in all the six standard IQA databases.
where $PLCC$ is to measure the linear correlation between the predicted score and the subjective quality score, $p_i$ and $\hat{p}_m$ are the average of each. SROCC is to measure the monotonicity between the predicted score and the ground truth, which is defined as:

$$SROCC = 1 - \frac{6 \sum_{i=1}^{L} (m_i - n_i)^2}{L(L^2 - 1)}$$

(15)

where $L$ is the number of images, $m_i$ is the rank of $p_i$ in the predicted scores, $n_i$ is the rank of $\hat{p}_i$ in the subjective quality values. For both criteria, a higher value indicates higher performance of the algorithm.

2) Evaluation Criteria: The Pearson Linear Correlation Coefficient (PLCC) and the Spearman Rank Order Correlation Coefficient (SROCC) are adopted to measure the performance. PLCC is to measure the linear correlation between the predicted score and the ground truth, which is formulated as:

$$PLCC = \frac{\sum_i (p_i - \bar{p})(\hat{p}_i - \bar{\hat{p}})}{\sqrt{\sum_i (p_i - \bar{p})^2 \sum_i (\hat{p}_i - \bar{\hat{p}})^2}}$$

(14)

where $p_i$ and $\hat{p}_i$ are the predicted score and the subjective quality score, $\bar{p}$ and $\bar{\hat{p}}$ are the average of each.
3) Network Architecture Details: In our experiments, the architecture of the discriminator $D$ is identical to PatchGAN [63]. It takes $N \times N$ cropped patches as input and discriminates whether each patch is real or fake, i.e., the real primary content or the predicted primary content. The discriminator $D$ is operated across the full input image convolutionally, and the average response of all patches is set as the ultimate output of $D$. $N$ can be much smaller than the full size of the image, and we set $N = 70$ as in [63], [46]. By restricting attention at the scale of local patches, high-frequencies can be better modeled. Besides, such a patch-level discriminator has fewer parameters and can be applied to arbitrary large images.

In the generator $G$, U-shaped network is adopted. As shown in Fig.4, there are mainly two reverse phases in $G$. The first is downsampling process, in which the number of feature channels are increased and the spatial size of feature maps are downsampled progressively through a series of stacked layers. The second phase is the upsampling process, in which the feature channels are decreased and the spatial size are upsampled progressively. Through the skip connection [63], feature maps at mirrored layers are concatenated together to share hierarchical representations. Besides, similar to [64], [46], the input image is concatenated with the last feature maps of the U-shape net directly to provide more original information about the input scene. In the generator, LeakyReLU is used as the activation function for all convolutional layers and convolutional layers except for the last one which adopts Tanh instead.

B. Performance Comparison within Individual Databases

In this section, experiments within individual standard IQA databases are conducted to validate the effectiveness of AIGQA. Following the experimental protocol in [30], [41], [65], one database is randomly divided into 80% for training and 20% for testing. To ensure that there is no overlapping image content between the training set and the testing set, the database is divided according to the reference image. For LIVE-CH, there is no reference image, so we divide the database straight forward by distorted images. All the experiments are repeated 100 sessions, and the median SROCC and PLCC are reported.

We first compare the proposed AIGQA with 8 traditional BIQA methods, 9 CNN-based methods and 1 GAN-based method on 5 popular benchmark IQA databases. The results are listed in Tab.I, the best two SROCC and PLCC are highlighted in bold. For the 8 traditional BIQA methods, all the results are reproduced by the source codes released by their authors. For the 9 CNN-based and 1 GAN-based methods, the results come from the original papers. The detailed comparison is as follows:

1) Compared with the 8 traditional BIQA methods, AIGQA achieves the best performance on all databases.

2) When compared with the 9 CNN-based methods, AIGQA also achieves competitive results on 3 databases, i.e., CSIQ, TID2013 and LIVE-MD. On LIVE, AIGQA gets a slightly lower performance, but it still achieves acceptable results, about 0.96 SROCC and 0.957 PLCC. As for LIVE-CH, AIGQA achieves the second best results. However, due to the huge difference between synthetic distortion and authentic distortion, the performance of AIGQA is relatively poor when compared to DB-CNN [30] which adopts the ImageNet database for pretraining. This also naturally motivates us a promising future direction for AIGQA, i.e., AIGQA could leverage the ImageNet to improve the performance on authentic distortion. Although AIGQA can’t achieve the best performance on all databases in Tab.I, AIGQA shows higher robustness and makes significant improvement in cross database evaluations which can be seen in Section IV-D.

3) When compared to the GAN-based method, H-IQA [41] achieves better performance on LIVE, about 2.3% higher on SROCC and 2.6% higher on PLCC. AIGQA achieves better on CSIQ, about 4.7% higher on SROCC and 4.6% higher on PLCC. On TID2013, H-IQA is better at SORCC (about 0.9% higher), while AIGQA is better at PLCC (about 1.5% higher).

Next, we also evaluate the proposed AIGQA on KADID-10k which is the largest synthetic IQA database published recently. Tab.III lists the SROCC and PLCC results. All the compared results are taken from [66]. We can see that AIGQA still achieves the best performance in terms of both SROCC and PLCC. In general, AIGQA works well on all databases, which verifies the effectiveness of the proposed method.

C. Performance Comparison on Individual Distortions

Performance on individual distortions is compared in this subsection to investigate the stability of AIGQA. Tab.II lists the SROCC on individual distortions in TID2013 and the best
results are highlighted. AIGQA achieves the best performance on 14 out of 24 distortion types. Especially on the #15 (local block-wise distortions) and the #17 (contrast change) distortion types, most previous methods failed to predict the image quality consistent with human perception. While in AIGQA, different prior information (i.e., the primary content, the distortion map, the structural degradation map) is obtained to measure the image quality from multiple aspects. Benefiting from the predicted primary content and the multifaceted quality analysis, AIGQA achieves significant improvements on them. For the #3, #5, #8, #12, #24 types, AIGQA achieves almost the same performance as the best method. On the rest 5 types, AIGQA also achieves competitive performance except for the #14 (non eccentricity pattern noise). It’s probably because HVS is insensitive to the #14 distortion. Thus, most BIQA methods fails to model the characteristics of the #14 distortion type.

D. Cross Database Evaluations

In this section, we compare the generalization ability of AIGQA in cross database evaluations.

In Tab.IV and Tab.V, 5 traditional BIQA methods and 4 CNN-based methods are adopted for comparison. Specifically, the results of the 5 traditional BIQA methods are reproduced by the source codes released by their authors. The results of the 4 CNN-based methods are from their original papers.

Table IV lists the SROCC results when training on LIVE and testing on the full set of CSIQ, TID2013 and LIVE-MD. The SROCC values of each method when training on TID2013 and testing on CSIQ are used as input for t-test. The t-test results are listed in Tab.VII. ‘1/-1/0’ respectively represents the model in row is statistically better/than/worse than/indistinguishable with the model in column for t-test. From this table, we can see that AIGQA achieves the best performance on all the cases. Besides, the statistical significant test is also conducted to examine the significance of the performances between each two methods. The SROCC values of each method when training on TID2013 and testing on CSIQ are used as input for t-test. The t-test results are listed in Tab.VII. ‘1/-1/0’ respectively represents the model in row is statistically better/than/worse than/indistinguishable with the model in column with 95% confidence level. From this table, we can see AIGQA is statistically better than the other 4 deep-learning-based methods.

In conclusion, a series of cross-databases evaluations show that AIGQA achieves the second best performance, almost the same to the best method DB-CNN. Expect for LIVE, AIGQA achieves the highest SROCC on the other two databases. Especially on LIVE-MD, AIGQA makes apparent improvement.

To give a fairer comparison with existing deep-learning-based methods, we reproduce the experiments of some BIQA methods using the identical datasets and test protocol as our method. Tab.VI list the SROCC when training on TID2013 and testing on the other databases. WaDIQA [26], MEON [29] and Two-stream [34] are reimplemented according to the source codes released by their authors. RAN4IQA [45] is reimplemented by our own version. From Tab.VI we can see that AIGQA achieves the best performance on all the cases. Besides, the statistical significant test is also conducted to examine the significance of the performances between each two methods. The SROCC values of each method when training on TID2013 and testing on CSIQ are used as input for t-test. The t-test results are listed in Tab.VII. ‘1/-1/0’ respectively represents the model in row is statistically better/than/worse than/indistinguishable with the model in column with 95% confidence level. From this table, we can see AIGQA is statistically better than the other 4 deep-learning-based methods.

Table VI and Table VII show the SROCC results of the cross-database evaluations. All methods are conducted using identical datasets and test protocol as the proposed AIGQA.
the superior generalization ability of the proposed IGM-inspired method. By simulating the active inference process of IGM and integrating the multiple information together, AIGQA can better leverage the IGM theory to measure the image quality. When dealing with new distortion types or new image contents or more complex distortion, AIGQA achieves better generalization ability.

E. Ablation Experiments

In this subsection, we conduct a series of ablation experiments to identify the contribution of key components of the proposed method. In the ablation experiments, all models are trained on LIVE and tested on the full set of TID2013. Except for the specified statement, all experimental setups are the same as above.

We firstly analyze the gains of multifaceted quality analysis by changing input to the quality evaluator. Experimental results are listed in Tab.VIII. The modified model which only takes the distorted image as input of the quality evaluator (i.e., the subnetwork-2, subnetwork-3 and subnetwork-4 are removed) is set to be the baseline network (BL), in which the effects of different aspects on image quality are not explicitly analyzed. Model BL+CD takes the distorted image and the primary content as input to measure the effect of the content-dependency explicitly, which achieves about 2.2% improvement on SROCC and 3.6% improvement on PLCC compared to BL. On the basis of BL+CD, the model BL+CD+DD additionally takes the distortion map as input to measure the effects of the content-dependency and the distortion-dependency simultaneously, which obtains further about 5.0% improvement on SROCC and 3.6% improvement on PLCC. Model BL+DD+SD doesn’t consider the primary content as input, and only reaches 0.644 SROCC and 0.693 PLCC. Our proposed AIGQA (i.e., BL+CD+DD+SD) measures the image quality by integrating the effects of the content-dependency, the distortion-dependency and the degradation-dependency together, and achieves the highest performance, about 0.698 SROCC and 0.728 PLCC.

<table>
<thead>
<tr>
<th>TABLE VIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABLATION EXPERIMENTS ABOUT THE MULTIFACETED QUALITY ANALYSIS.</td>
</tr>
<tr>
<td>SROCC</td>
</tr>
<tr>
<td>BL</td>
</tr>
<tr>
<td>BL+CD</td>
</tr>
<tr>
<td>BL+CD+DD</td>
</tr>
<tr>
<td>BL+DD+SD</td>
</tr>
<tr>
<td>AIGQA (BL+CD+DD+SD)</td>
</tr>
</tbody>
</table>

Then we analyze the effect of the two IGM-inspired constraints on BIQA performance. The experimental results are listed in Tab.IX. In **AIGQA w/o SS+SD**, both of the two constraints are removed and it gets the poorest results on both SROCC and PLCC. After adding the semantics similarity (or the structure dissimilarity) constraint into the objective function, a better performance is obtained by the model **AIGQA w/o SD** (or **AIGQA w/o SS**). And when considering both of the two constraints, the proposed AIGQA achieves the best results.

Besides, to analyze the effect of the two IGM-inspired constraints more comprehensively, the semantics similarity (i.e., Eq.7) and structure dissimilarity (i.e., Eq.11) obtained by different models on real samples are compared directly. Taking the Fig.5(e) as an example (i.e., as the input distorted image of the active inference module). For **AIGQA**, the log$[-\mathcal{R}_{\text{semantics}}(I_g, I_d)]$ equals 9.531, $\mathcal{R}_{\text{structure}}(I_g, I_d)$ equals 0.137. For **AIGQA w/o SS+SD**, the log$[-\mathcal{R}_{\text{semantics}}(I_g, I_d)]$ equals 10.852, $\mathcal{R}_{\text{structure}}(I_g, I_d)$ equals 0.156. AIGQA achieves higher semantics consistency and lower structure similarity, which verifies that the two IGM-inspired constraints can effectively endow the GAN-based active inference module with properties of IGM.

From the above series of ablation experiments, we can make some insightful conclusions. First, multifaceted quality analysis can effectively improve the accuracy and generalization of the proposed method. By integrating the multiple information as input, the proposed multi-stream quality evaluator could better leverage the characteristics of IGM for BIQA. Second, the predicted primary content also affects the performance of quality prediction. Because it determines the validity of the multiple prior information. Benefiting from the IGM-inspired constraints, the proposed active inference module is effective to predict the primary content of a distorted image and consequently improves the BIQA performance.

F. Visualization of The Prior Information

In this section, we will present some samples about the prior information obtained from the active inference module (i.e., the multi-stream inputs to the quality evaluator) to get an intuition of the proposed method.

In Fig.5, the first column is the white Gaussian noise (WN) distorted images at different distortion levels, from the second column to the last column are the corresponding primary content, distortion map (i.e., prediction error) and structural degradation map (i.e., structure similarity map). Since WN belongs to additive noise, it has little effect on the main semantics. IGM is effective to avoid the noise and infer the primary content with high quality, as show in Fig.5(b) and (f). Meanwhile, as can be seen from Fig.5(c) and (g), most noise is filtered into the distortion map, which will cause uncomfortable perception. Besides, as show in Fig.5(d) and (h), when distorted by different levels of WN, the structural degradation map has diverse patterns. Specifically, Fig.5(a) and (b) have higher structure similarity, which means a lower content degradation in Fig.5(a).

In Fig.6, the primary content of a Gaussian blur (GB) distorted image is presented. GB will destroy the image
Fig. 5. Visualization of the calculated prior information when the input image is distorted by white Gaussian noise. (a) and (e) are the input distorted images at different distortion levels, which MOS values are 5.5 and 3.8 respectively. The lower the MOS, the higher the distortion level and the worse the perceptual quality. (b) and (f) are the primary content generated by the active inference module. (c) and (g) are the distortion map. (d) and (h) are the structural degradation map.

Fig. 6. Visualization of the primary content of a Gaussian blur distorted image. (a) is the reference image. (b) is the Gaussian blur distorted image. (c) is the primary content generated by the active inference module.

content, such as blurring the edge or contour, and result in the loss of effective information. It’s hard to infer the pristine content to give the perfect explanation for a severely GB distorted image, i.e., the primary content may still contain degraded information. For example, in the primary content (i.e., Fig.6(c)) of Fig.6(b), we still can’t recognize the text message on the fuselage of the plane. While in the reference image Fig.6(a), the text message is clear.

From Fig.5 and Fig.6, we can draw the following conclusions. First, for different distortion types, the predicted primary content is consistent with the properties of IGM, which verifies the effectiveness of the proposed GAN in simulating the active inference process of IGM. Second, for different distorted images, their corresponding primary content, distortion map and structural degradation map show different characteristics. It’s helpful to model the effects of the content-dependency, distortion-dependency and the degradation-dependency together to evaluate the image quality.

V. Conclusion

In this paper, inspired by the IGM, we propose a novel IGM-inspired BIQA model for image quality prediction. Benefiting from the two proposed IGM-inspired constraints, the GAN-based active inference module is effective to simulate the IGM theory to predict the primary content of a distorted image. By integrating the multiple information obtained from the primary content, the multi-stream quality evaluator is effective to leverage properties of IGM for BIQA. A series of experiments demonstrate the effectiveness and superiority of the proposed method.
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