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Abstract—Shadow detection and shadow removal are fundamental and challenging tasks, requiring an understanding of the global image semantics. This paper presents a novel deep neural network design for shadow detection and removal by analyzing the image context in a direction-aware manner. To achieve this, we first formulate the direction-aware attention mechanism in a spatial recurrent neural network (RNN) by introducing attention weights when aggregating spatial context features in the RNN. By learning these weights through training, we can recover direction-aware spatial context (DSC) for detecting and removing shadows. This design is developed into the DSC module and embedded in a convolutional neural network (CNN) to learn the DSC features in different levels. Moreover, we design a weighted cross entropy loss to make effective the training for shadow detection and further adopt the network for shadow removal by using a Euclidean loss function and formulating a color transfer function to address the color and luminosity inconsistency in the training pairs. We employ two shadow detection benchmark datasets and two shadow removal benchmark datasets, and perform various experiments to evaluate our method. Experimental results show that our method clearly outperforms state-of-the-art methods for both shadow detection and shadow removal.

Index Terms—Shadow detection, shadow removal, spatial context features, deep neural network.

1 INTRODUCTION

SHADOW is a monocular visual cue for perceiving depth and geometry. On the one hand, knowing the shadow location allows us to obtain the lighting direction [2], camera parameters [4] and scene geometry [4], [5]. On the other hand, the presence of shadows could, however, deteriorate the performance of many computer vision tasks, e.g., object detection and tracking [6], [7]. Hence, shadow detection and shadow removal have long been fundamental problems in computer vision research.

Early approaches detect and remove shadows by developing physical models to analyze the statistics of color and illumination [7], [8], [9], [10], [11], [12], [13], [14], [15]. However, these approaches are built on assumptions that may not be physically correct [16]. To distill the knowledge from real images, the data-driven approach learns and understands shadows by using hand-crafted features [17], [18], [19], [20], [21], or by learning the features using deep neural networks [16], [22], [23], [24], [25], [26]. While the state-of-the-art methods are already able to detect shadows with an accuracy of 87% to 90% [19], [23] and recover most shadow regions [25], [26], they may misunderstand black objects as shadows and produce various artifacts; see Sections 4 & 5 for quantitative and qualitative comparison results.

Understanding shadows requires exploiting the global image semantics, as shown very recently by V. Nguyen et al. [24] for shadow detection and L. Qu et al. [25] for shadow removal.

To improve the understanding, we propose to analyze the image contexts in a direction-aware manner. Taking region A in Figure 1 as an example, comparing it with regions B and C, region B would give a stronger indication that A is a shadow compared to region C. This motivates us to analyze the global image context in a direction-aware manner for detecting and removing shadows.

Fig. 1: In this example image, region B would give a stronger indication that A is a shadow compared to region C. This motivates us to analyze the global image context in a direction-aware manner for detecting and removing shadows.

To take directional variance into account when reasoning the image/spatial contexts, we first design a network module called the direction-aware spatial context (DSC) module, or DSC module for short, by adopting a spatial recurrent neural network (RNN) to aggregate spatial contexts in four principal directions, and by formulating the direction-aware attention mechanism in the RNN to learn attention weights for each direction. Then, we embed multiple copies of this DSC module in a convolutional neural network to learn the DSC features in different layers (scales), and combine the DSC features with the convolutional features...
to predict a shadow mask for each layer. After that, we fuse the predictions at different layers into the final shadow detection result with the weighted cross entropy loss to optimize the network.

To further adopt and train the network for shadow removal, we replace shadow masks with shadow-free images as the ground truths, and use a Euclidean loss between the training pairs (images with and without shadows) to predict the shadow-free images. In addition, due to variations in camera exposure and environmental lighting, the training pairs may have inconsistent colors and luminosity; such inconsistency can be observed in existing shadow removal datasets such as SRD [25] and ISTD [26]. To this end, we formulate a transfer function to adjust the shadow-free ground truths and use the adjusted ground truths to train the network, so that our shadow removal network can produce shadow-free images that are more faithful to the input test images.

We summarize the major contributions of this work below:

- First, we design a novel attention mechanism in a spatial RNN and construct the DSC module to learn the spatial contexts in a direction-aware manner.
- Second, we develop a new network for shadow detection by adopting multiple DSC modules to learn the direction-aware spatial contexts in different layers and by designing a weighted cross entropy loss to balance the detection accuracy in shadow and non-shadow regions.
- Third, we further adopt the network for shadow removal by formulating a Euclidean loss and training the network with color-compensated shadow-free images, which are produced through a color transfer function.
- Last, we evaluate our method on several benchmark datasets on shadow detection and shadow removal, and compare it with the state-of-the-art methods. Experimental results show that our network clearly outperforms previous methods for both tasks by a significant margin; see Sections 4 & 5 for quantitative and qualitative comparison results.

2 Related Work

In this section, we focus on discussing works on single-image shadow detection and removal rather than trying to be exhaustive.

Shadow detection. Traditionally, single-image shadow detection methods [8], [9], [10] exploit physical models of illumination and color. This approach, however, tends to produce satisfactory results only for wide dynamic range images [18], [24]. Another approach learns shadow properties using hand-crafted features based on annotated shadow images. It first describes image regions by feature descriptors and then classifies the regions into shadow and non-shadow regions. Features like color [18], [27], [28], texture [19], [27], [29], edge [17], [18], [19] and T-junction [18] are commonly used for shadow detection followed by classifiers like decision tree [18], [19] and SVM [17], [27], [28]. However, since hand-crafted features have limited capability in describing shadows, this approach often fails for complex cases.

Convolutional neural network (CNN) is recently demonstrated to be a very powerful tool to learn features for detecting shadows, with results clearly outperforming previous approaches. Khan et al. [22] used multiple CNNs to learn features in super pixels and along object boundaries, and fed the output features to a conditional random field to locate shadows. Shen et al. [30] presented a deep structured shadow edge detector and employed structured labels to improve the local consistency of the predicted shadow map. Vicente et al. [23] trained stacked-CNN using a large dataset with noisy annotations. They minimized the sum of squared leave-one-out errors for image clusters to recover the annotations, and trained two CNNs to detect shadows.

Recently, Hosseinzadeh et al. [31] detected shadows using a patch-level CNN and a shadow prior map generated from hand-crafted features, while Nguyen et al. [24] developed scGAN with a sensitivity parameter to adjust weights in the loss functions. Though the shadow detection accuracy keeps improving on the benchmarks [19], [23], existing methods may still misrecognize black objects as shadows and miss unobvious shadows. The most recent work by Nguyen et al. [24] emphasized the importance of reasoning global semantics for detecting shadows. Compared to this work, we further consider the directional variance when analyzing the spatial context. Experimental results show that our method further outperforms [24] on the benchmarks for both the accuracy and BER value.

Shadow removal. Early works remove shadows by developing physical models deduced from the process of image formation [7], [11], [12], [13], [14], [15]. However, these approaches are not effective to describe the shadows in complex real scenes [16]. Afterwards, statistical learning methods are developed for shadow removal based on hand-crafted features (e.g., intensity [20], [21], color [20], texture [20] and gradient [21]), which lack of the high-level semantic knowledge for discovering shadows.

Lately, features learned by convolutional neural networks (CNNs) are widely used for shadow removal. Khan et al. [16] applied multiple CNNs to learn to detect shadows, and formulated a Bayesian model to extract shadow matte and remove shadows in a single image. Very recently, Qu et al. [25] presented an architecture to remove shadows in an end-to-end manner. The method applied three embedding networks (global localization network, semantic modeling network and appearance modeling network) to extract features in three levels. Wang et al. [26] designed two conditional generative adversarial networks in one framework to detect and remove shadows simultaneously. However, shadow removal is a challenge task; as pointed by Qu et al. [25] and Wang et al. [26], shadow removal needs a global view of the image to achieve global consistency in the prediction results. However, existing methods may still fail to reasonably restore the shadow regions, and they may also mistakenly change the colors in the non-shadow regions. In this work, we analyze the global image semantics in a direction-aware manner and formulate a color compensation mechanism to adjust pixel colors and luminosity by considering the non-shadow regions between the training pairs in the current benchmark datasets [25], [26]. Experimental results demonstrate that our method clearly outperforms the state-of-the-art methods, both qualitatively and quantitatively.

Difference from the conference paper. This work extends our earlier work [1] in three aspects. First, we adopt the shadow detection network with the DSC features to remove shadows by redesigning the outputs and formulating different loss functions to train the network. Second, we show that the pixel colors and luminosity in training pairs (shadow images and shadow-free images) of existing shadow removal datasets may not be consistent; to this end, we formulate a color compensation mechanism and use a transfer function to make consistent the pixel colors in ground truths before training our shadow removal network. Third, we perform more experiments to evaluate the design of our networks...
3 Methodology

Figure 2 presents the workflow of our overall shadow detection network, which employs multiple DSC modules (see Figure 4) to learn the direction-aware spatial context features in different scales. Our network takes the whole image as input and outputs the shadow mask in an end-to-end manner.

First, it begins by using a convolutional neural network (CNN) to extract a set of hierarchical feature maps, which encode the fine details and semantic information in different scales over the CNN layers. Second, for each layer, we employ a DSC module to harvest spatial contexts in a direction-aware manner and produce DSC features. Third, we concatenate the DSC features with the corresponding convolutional features, and upsample the concatenated feature maps to the size of the input image. Further, we combine the upsampled feature maps into multi-level integrated features (MLIF), and predict a shadow mask based on the features for each layer by a deep supervision mechanism [29]; and (v) lastly, we fuse the resulting shadow masks to produce the final shadow detection result. See Section 3.3 for how we adopt this network for shadow removal.

3.1 Direction-aware Spatial Context

Figure 4 shows our DSC module architecture, which takes feature maps as input and outputs DSC features. In this subsection, we first describe the concept of spatial context features and the spatial RNN model (Section 3.1.1), and then elaborate how we formulate the direction-aware attention mechanism in a spatial RNN to learn the attention weights and generate DSC features (Section 3.1.2).

3.1.1 Spatial Context Features

Recurrent neural network (RNN) [33] is an effective model to process 1D sequential data via three arrays of nodes: an array of input nodes (to receive data), an array of hidden nodes (to update the internal states based on past and present data), and an array of output nodes (to output data). There are three kinds of data translations in an RNN: from input nodes to hidden nodes, from hidden nodes to output nodes, and between adjacent hidden nodes. By iteratively performing the data translations, the data received at the input nodes can be propagated across the hidden nodes, and eventually produce target results at the output nodes.

For processing image data with 2D spatial context, RNN has been extended to build the spatial RNN model [34]; see the schematic illustration in Figure 3. Taking a 2D feature map...
from a CNN as input, the spatial RNN model first uses a $1 \times 1$ convolution to perform an input-to-hidden data translation. Then, it applies four independent data translations to aggregate local spatial context along each principal direction (left, right, up, and down), and fuses the results into an intermediate feature map; see Figure 3(b). Lastly, the whole process is repeated to further propagate the aggregated spatial context in each principal direction and to generate the overall spatial context; see Figure 3(c).

Comparing with Figure 3(c), each pixel in Figure 3(a) knows only its local spatial context, while each pixel in Figure 3(b) further knows the spatial context in the four principal directions after the first round of data translations. Therefore, after two rounds of data translations, each pixel can obtain the necessary global spatial context for learning the features and solving the problem that the network is intended for.

To perform the data translations in a spatial RNN, we follow the IRNN model [35], since it is fast, easy to train, and has a good performance for long-range data dependencies [34]. Denoting $h_{i,j}$ as the feature at pixel $(i,j)$, we perform one round of data translations to the right (similarly for the other directions) by repeating the following operation $n$ times:

$$h_{i,j} = \max( \alpha_{\text{right}} h_{i,j-1} + h_{i,j} , 0 ) , \quad (1)$$

where $n$ is the width of the feature map and $\alpha_{\text{right}}$ is the weight parameter in the recurrent translation layer for the right direction. Note that $\alpha_{\text{right}}$, as well as the weights for the other directions, are initialized to be an identity matrix and are learned by the training process automatically.

### 3.1.2 Direction-aware Spatial Context Features

To learn the spatial context in a direction-aware manner, we formulate the direction-aware attention mechanism in a spatial RNN to learn the attention weights and generate the direction-aware spatial context (DSC) features. This design forms the DSC module we presented above in Figure 3.

**Direction-aware attention mechanism.** The purpose of the direction-aware attention mechanism is to enable the spatial RNN to selectively leverage the spatial context aggregated along different directions by means of learning. See the top-left blocks in the DSC module shown in Figure 4. First, we employ two successive convolutional layers (with $3 \times 3$ kernels) followed by the ReLU [36] non-linear operation, and then the third convolutional layer (with $1 \times 1$ kernels) to generate $W$. Then, we split $W$ into four maps of attention weights denoted as $W_{\text{left}}$, $W_{\text{down}}$, $W_{\text{right}}$, and $W_{\text{up}}$. Mathematically, if we denote the above operators as $f_{\text{att}}$ and the input feature maps as $X$, we have

$$W = f_{\text{att}}(X ; \theta) , \quad (2)$$

where $\theta$ denotes the parameters to be learned by $f_{\text{att}}$, and $f_{\text{att}}$ is also known as the attention estimator network.

See again the DSC module shown in Figure 4. The four maps of weights are multiplied with the spatial context features (from the recurrent data translations) along different directions in an element-wise manner. Hence, after we train the network, the network can learn $\theta$ for producing suitable attention weights to selectively leverage the spatial context in the spatial RNN.

**Completing the DSC module.** Next, we give additional details about the DSC module. As shown in Figure 4 after we multiply the spatial context features with the attention weights, we concatenate the results and use a $1 \times 1$ convolution to simulate a hidden-to-hidden data translation and reduce the feature dimensions to a quarter of the dimension size. Then, we perform the second round of recurrent translations and use the same set of attention weights to select the spatial context. We empirically find that the network delivers higher performance, if we share the attention weights rather than using two separate sets of weights. Note that these attention weights are learnt based on the deep features extracted from the input images, so they may vary from images to images. Lastly, we use a $1 \times 1$ convolution followed by the ReLU [36] non-linear operation on the concatenated feature maps to simulate the hidden-to-output translation and produce the output DSC features.
3.2 Our Shadow Detection Network

Our network is built upon the VGG network [37], where we apply a DSC module to each layer, except for the first layer, which involves a large memory footprint.

3.2.1 Training

Loss function. In natural images, shadows usually occupy smaller areas in the image space than the non-shadow regions. Hence, if the loss function simply aims for the overall accuracy, it will incline to match the non-shadow regions, which have far more pixels. Therefore, we use a weighted cross-entropy loss to optimize the shadow detection network in the training process.

In detail, assume that the ground truth value of a pixel is $y$ (where $y=1$, if it is in shadow, and $y=0$, otherwise) and the prediction label of the pixel is $p$ (where $p \in [0, 1]$). The weighted cross entropy loss $L$ equals $L_1 + L_2$:

$$L_1 = - \left( \frac{N_p}{N_p + N_n} \right) y \log(p) - \left( \frac{N_n}{N_p + N_n} \right) (1-y) \log(1-p),$$

and

$$L_2 = - \left( 1 - \frac{TP}{N_p} \right) y \log(p) - \left( 1 - \frac{TN}{N_n} \right) (1-y) \log(1-p),$$

where $TP$ and $TN$ are the number of true positives and true negatives, and $N_p$ and $N_n$ are the number of shadow and non-shadow pixels, respectively, so $N_p + N_n$ is the total number of pixels in the image space. In practice, $L_1$ helps balance the detection of shadows and non-shadows; if the area of shadows is less than that of the non-shadow region, we will penalize misclassified shadow pixels more than the misclassified non-shadow pixels. On the other hand, $L_2$ helps the network focus on learning the class (shadow or non-shadow) that is difficult to be classified [38]. This can be achieved, since the weight in the loss function for shadow (or non-shadow) class is large when the number of correctly-classified shadow (or non-shadow) pixels is small, and vice versa.

We use the above loss function for each layer in the shadow detection network presented in Figure 2. Hence, the overall loss function $L_{\text{overall}}$ is a summation of the individual loss on all the predicted shadow masks over the different scales:

$$L_{\text{overall}} = \sum_i w_i L_i + w_m L_m + w_f L_f,$$

where $w_i$ and $L_i$ denote the weight and loss of the $i$-th layer (level) in the overall network, respectively; $w_m$ and $L_m$ are the weight and loss of the MLIF layer; and $w_f$ and $L_f$ are the weight and loss of the fusion layer, which is the last layer in the overall network to produce the final detection result; see Figure 2. Note that all the weights $w_i$, $w_m$, and $w_f$ are empirically set to be one.

Training parameters. To accelerate the training process while reducing the overfitting, we initialize the parameters in the feature extraction layers (see the frontal part of the network in Figure 2) by the well-trained VGG network [37] and parameters in the other layers by random noise. Stochastic gradient descent is used to optimize the whole network with a momentum value of 0.9 and a weight decay of $5 \times 10^{-4}$. We set the learning rate as $10^{-8}$ and terminate the learning process after 12k iterations. Moreover, we horizontally flip images for data augmentation. Note that we build the model on Caffe [39] with a mini-batch size of one, and update the model parameters in every ten training iterations.

3.2.2 Testing

In the testing process, our network produces one shadow mask for each layer, including the MLIF layer and the fusion layer, with a supervision signal added to each layer. After that, we compute the mean of the shadow masks over the MLIF layer and the fusion layer to produce the final prediction result. Lastly, we apply the fully connected conditional random field (CRF) [40] to improve the detection result by considering the spatial coherence among the neighborhood pixels.

3.3 Our Shadow Removal Network

To adopt our shadow detection network shown in Figure 2 for shadow removal, we have the following three modifications:

• First, we formulate a color compensation mechanism to address the color inconsistency between the training pairs, i.e., shadow images (input images) and shadow-free images (ground truths), and then to adjust the shadow-free images (Section 3.3.1).

• Second, we replace the shadow masks by the adjusted shadow-free images as the supervision (i.e., ground truths) in the network for shadow removal; see Figure 2.

• Third, we replace the weighted cross-entropy loss by a Euclidean loss to train and optimize the network with the adjusted shadow-free images (Section 3.3.2).

3.3.1 Color Compensation Mechanism

Training data for shadow removal is typically prepared by first taking a picture of the scene with shadows, and then taking another picture without the shadows by removing the associated objects. Since the environmental luminosity and camera exposure may vary, a training pair may have inconsistent colors and luminosity; see Figure 5 for examples from two different benchmark datasets (SRD [25] & ISTD [26]), where the inconsistency is clearly revealed by the color histograms. Existing network-based methods learn to remove shadows by optimizing the network to produce an output that matches the target ground truth. Hence, given inconsistent training pairs, the network could produce biased results and make the predicted images brighter or darker.

To address the problem, we design a color compensation mechanism by finding a color transfer function for each pair of training images (input shadow images and ground truth shadow-free images). Let $I_s$ and $I_n$ be a shadow image (input) and a shadow-free image (ground truth) of a training pair, respectively,
and \( \Omega_s \) and \( \Omega_n \) be the shadow region and non-shadow region, respectively, in the image space. In our formulation, we aim to find color transfer function \( T_f \) that minimizes the color compensation error \( E_c \) between the shadow image and shadow-free image over the non-shadow region (indicated by the shadow mask):

\[
E_c = \| I_s - T_f(I_n) \|_{\Omega_n}^2.
\]

We formulate \( T_f \) using the following linear transformation (which we empirically find sufficient for adjusting the colors in \( I_n \) to match with the colors in \( I_s \)):

\[
T_f(x) = M_\alpha \cdot \begin{pmatrix} r \\ g \\ b \\ 1 \end{pmatrix},
\]

where \( x \) is a pixel in \( I_n \) with color values \((r, g, b)\) and \( M_\alpha \) is a \( 3 \times 4 \) matrix, which stores the parameters in the color transfer function. Note that we solve Eq. \( 6 \) for \( T_f \) using the least-squares method by considering pixel pairs in the non-shadow regions of \( I_s \) and \( I_n \). Then, we can apply \( T_f \) to adjust the whole image of \( I_n \) for each training pair, replace the shadow masks in Figure 2 by the adjusted shadow-free image (i.e., \( T_f(I_n) \)) as the new supervision, and train the shadow removal network in an end-to-end manner.

3.3.3 Training

**Loss function.** We adopt a Euclidean loss to optimize the shadow removal network. In detail, we denote the network prediction as \( \hat{I}_n \), use the “LAB” color space for both \( T_f(I_n) \) and \( I_n \) in the training, and calculate the loss \( L^r \) on the whole image domain:

\[
L^r = \| T_f(I_n) - \hat{I}_n \|_{L_2}^2_{\Omega_n}.
\]

We use the above loss function for each layer in the shadow removal network. The overall loss function \( L_{\text{overall}} \) is the summation of the loss \( L^r \) on all layers:

\[
L_{\text{overall}} = \sum_i w_i^r L_i^r + w_m L_m^r + w_f L_f^r.
\]

Similar to Eq. \( 5 \), we empirically set all the weights (\( w_i^r \), \( w_m \), and \( w_f \)) to be one.

**Training parameters.** Again, we initialize the parameters in the feature extraction layers (see the front part of the network shown in Figure 2) by the well-trained VGG network \( [37] \) to accelerate the training process and reduce over-fitting, and the parameters in the other layers are initialized by random noise. Adam \( [41] \) is used to optimize the shadow removal network with the first momentum value of 0.9, the second momentum value of 0.99, and a weight decay of \( 5 \times 10^{-4} \). This optimization approach adaptively adjusts the learning rates for each individual parameter in the network. It decreases the learning rate for the frequently-updated parameters and increases the learning rate for the rarely-updated parameters. We set the basic learning rate as \( 10^{-5} \) and reduce it by multiplying 0.316 at 90k and 130k iterations. The learning stops at 160k iterations. Moreover, the images are horizontally and vertically flipped, randomly cropped and rotated for data argumentation. The model is built on Caffe \( [39] \) with a mini-batch size of one.

3.3.3 Testing

In the testing process, our network directly produces shadow-free image for each layer, including the MLIF layer and the fusion layer, with a supervision signal added to each layer. After that, we compute the mean of the shadow-free images over the MLIF layer and the fusion layer to produce the final result.

4 Experiments on Shadow Detection

In this section, we present experiments to evaluate our shadow detection network: comparing it with the state-of-the-art methods, evaluating its network design and time performance, and showing shadow detection results. In the next section, we will evaluate the performance of shadow removal network.

4.1 Shadow Detection Datasets & Evaluation Metrics

**Benchmark datasets.** We employ two benchmark datasets. The first one is the SBU Shadow Dataset \( [23] \), which is the largest publicly available annotated shadow dataset with 4089 training images and 638 testing images, which cover a wide variety of scenes. The second dataset we employed is the UCF Shadow Dataset \( [19] \). It includes 145 training images and 76 testing images, and covers outdoor scenes with various backgrounds. We train our shadow detection network using the SBU training set.

**Evaluation metrics.** We employ two commonly-used metrics to quantitatively evaluate the shadow detection performance. The first one is the accuracy metric:

\[
\text{accuracy} = \frac{TP + TN}{N_p + N_n},
\]

where \( TP, TN, N_p \), and \( N_n \) are true positives, true negatives, number of shadow pixels, and number of non-shadow pixels, respectively, as defined in Section 3.2. Since \( N_p \) is usually much smaller than \( N_n \) in natural images, we employ the second metric called the balance error rate (BER) to obtain a more balanced evaluation by equally treating the shadow and non-shadow regions:

\[
\text{BER} = \left(1 - \frac{1}{2}(\frac{TP}{N_p} + \frac{TN}{N_n})\right) \times 100.
\]

Note that unlike the accuracy metric, for BER, the lower its value, the better the detection result is.

4.2 Comparison with the State-of-the-arts

**Comparison with shadow detection methods.** We compare our method with four recent shadow detection methods: scGAN \( [24] \), stacked-CNN \( [23] \), patched-CNN \( [31] \) and Unary-Pairwise \( [27] \). The first three are network-based methods, while the last one is based on hand-crafted features. For a fair comparison, we obtain their shadow detection results either directly from the results provided by the authors or by generating them using implementations provided by the authors with recommended parameter setting.

Table 1 reports the comparison results, from which we can see that our method outperforms all the others on both accuracy and BER for both benchmark datasets. Note that our shadow detection network is trained using the SBU training set \( [23] \), but it still outperforms others on the UCF dataset, thus showing its generalization capability. Further, we show visual comparison results in Figures 6 and 7 which show various challenging cases, e.g., a light shadow next to a dark shadow, shadows around complex backgrounds, and black objects around shadows. Without understanding the global image semantics, it is hard to locate these shadows, and the non-shadow regions could be easily misrecognized as shadows. From the results, we can see that our method can effectively locate shadows and avoid false positives compared
to other methods, e.g., for black objects misrecognized as shadows by others, our method could still recognize them as non-shadows.

**Comparison with saliency detection and semantic segmentation methods.** Deep networks for saliency detection and semantic image segmentation may also be used for shadow detection by training the networks using datasets of annotated shadows. Thus, we perform another experiment using two recent deep models for saliency detection (SRM [42] and Amulet [43]) and a recent deep model for semantic image segmentation (PSPNet [44]).

For a fair comparison, we re-train their models on the SBU training set using implementations provided by the authors, and adjust the training parameters to obtain the best shadow detection results. The last three rows in Table 1 report the comparison results on accuracy and BER metrics. Although these methods achieve good results for both metrics, our method still outperforms them for both benchmark datasets. Please also refer to the last three columns in Figures 6 and 7 for visual comparison results.

**4.3 Evaluation on the Network Design**

**Component analysis.** We perform an experiment to evaluate the effectiveness of the DSC module design. Here, we use the SBU dataset and consider two baseline networks. The first baseline (denoted as “basic”) is a network constructed by removing all the DSC modules from the overall network shown in Figure 4. The second baseline (denoted as “basic+context”) considers spatial context but ignores the direction-aware attention weights. Compared with the first baseline, this network has all the DSC modules, but it removes the direction-aware attention mechanism inside the DSC modules, i.e., removing the computation of $W$ and directly concatenating the context features without multiplying them with the attention weights; see Figure 4. This is equivalent to setting all the attention weights $W$ to be one.

![Image](image.png)

**Fig. 6:** Visual comparison of shadow masks produced by our method and other methods (4th-9th columns) against ground truths shown in 2nd column. Note that stkd'-CNN and patd'-CNN stand for stacked-CNN and patched-CNN, respectively.

**TABLE 1:** Comparing our method (DSC) with the state-of-the-art methods for shadow detection (scGAN [24], stacked-CNN [23], patched-CNN [31] and Unary-Pairwise [27]), for saliency detection (SRM [42] and Amulet [43]), and for semantic image segmentation (PSPNet [44]).

<table>
<thead>
<tr>
<th>method</th>
<th>SBU [23]</th>
<th>UCF [19]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>accuracy</td>
<td>BER</td>
</tr>
<tr>
<td>DSC (ours)</td>
<td>0.97</td>
<td>5.59</td>
</tr>
<tr>
<td>scGAN [24]</td>
<td>0.90</td>
<td>9.10</td>
</tr>
<tr>
<td>stacked-CNN [23]</td>
<td>0.88</td>
<td>11.00</td>
</tr>
<tr>
<td>patched-CNN [31]</td>
<td>0.88</td>
<td>11.56</td>
</tr>
<tr>
<td>Unary-Pairwise [27]</td>
<td>0.86</td>
<td>25.03</td>
</tr>
<tr>
<td>SRM [42]</td>
<td>0.96</td>
<td>7.25</td>
</tr>
<tr>
<td>Amulet [43]</td>
<td>0.93</td>
<td>15.13</td>
</tr>
<tr>
<td>PSPNet [44]</td>
<td>0.95</td>
<td>8.57</td>
</tr>
</tbody>
</table>

**TABLE 2:** Component analysis. We train three networks using the SBU training set and test them using the SBU testing set [23]: “basic” denotes the architecture shown in Figure 4 but without all DSC modules; “basic+context” denotes the “basic” network with spatial context but not direction-aware spatial context; and “DSC” is the overall network in Figure 4.

<table>
<thead>
<tr>
<th>network</th>
<th>BER</th>
<th>improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>basic</td>
<td>6.55</td>
<td>-</td>
</tr>
<tr>
<td>basic+context</td>
<td>6.23</td>
<td>4.89%</td>
</tr>
<tr>
<td>DSC</td>
<td>5.59</td>
<td>10.27%</td>
</tr>
</tbody>
</table>

Table 2 reports the comparison results, showing that our basic network with multi-scale features and the weighted cross entropy loss function can produce good results. Moreover, considering spatial context and DSC features can lead to further obvious improvement; see also Figure 8 for visual comparison results.
DSC architecture analysis. We encounter two questions when designing the network structure with DSC modules: (i) how many rounds of recurrent translations in the spatial RNN; and (ii) whether to share the attention weights or to use separate attention weights in different rounds of recurrent translations.

We modify our network for these two parameters and produce the comparison results shown in Table 3. From the results, we can see that having two rounds of recurrent translations and sharing the attention weights in both rounds produce the best result. We believe that when there is only one round of recurrent translations, the global context information cannot be well propagated over the spatial domain, so there is insufficient information exchange for learning the shadows, while having three rounds of recurrent translations with separate copies of attention weights will introduce excessive parameters that make the network hard to be trained.

Feature extraction network analysis. We perform an experiment to evaluate the feature extraction network as shown in Figure 2. We use the deeper network, ResNet-101 [45] with 101 layers, to replace the VGG network, which only has 16 layers. Taking the ResNet-101 into account, we use res2c, res3b3, res4b22, and res5c to produce the DSC features at different scales and keep the other network parts and parameter settings unchanged.

The BER values we obtained are 5.59 and 5.73 for VGG network and ResNet-101, respectively, showing that they have similar performance. The deeper network provides stronger semantic features, but it loses detail information due to the small-sized feature maps when accounting for the limited GPU memory.

<table>
<thead>
<tr>
<th>number of rounds</th>
<th>shared W?</th>
<th>BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>5.85</td>
</tr>
<tr>
<td>2</td>
<td>Yes</td>
<td>5.59</td>
</tr>
<tr>
<td>3</td>
<td>Yes</td>
<td>5.85</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>6.02</td>
</tr>
</tbody>
</table>

4.4 Additional Results

More shadow detection results. Figure 9 shows more results: (a) light and dark shadows next to each other; (b) small and unconnected shadows; (c) no clear boundary between shadow and non-shadow regions; and (d) shadows of irregular shapes. Our method can still detect these shadows fairly well, but it fails in some extremely complex scenes: (a) a scene with many small shadows (see the 1st row in Figure 11), where the features in the deep layers lose the detail information and features in the shallow layers lack the semantics for the shadow context; (b) a scene with a large black region (see the 2nd row in Figure 11), where there are
insufficient surrounding context to indicate whether it is a shadow or simply a black object; and (c) a scene with soft shadows (see the 3rd row in Figure 11), where the difference between the soft shadow regions and the non-shadow regions is small.

**Time performance.** Our network is fast enough, due to its fully convolutional architecture and the simple implementation of RNN model [35]. We trained and tested our network for shadow detection on a single GPU (NVIDIA GeForce TITAN Xp). It takes around 16.5 hours to train the whole network on the SBU training set and around 0.16 seconds on average to process one image (400 × 400) in testing. For the post-processing step with CRF [40], it takes another 0.5 seconds for testing each image.

### 5 Experiments on Shadow Removal

#### 5.1 Shadow Removal Datasets & Evaluation Metrics

**Benchmark datasets.** We employ two shadow removal benchmark datasets. The first one is SRD [25], which is the first large-scale dataset with shadow image and shadow-free image pairs, containing 2680 training pairs and 408 testing pairs. It includes images under different illuminations and a variety of scenes, and the shadows are cast on different reflectance phenomena with various shapes and silhouettes. The second one is ISTD [26], which contains the triplets of shadow image, shadow mask, and shadow-free image, including 1330 training triplets and 540 testing triplets. This dataset covers various shadow shapes under 135 different cases of ground materials.

#### Evaluation metrics.** We quantitatively evaluate the shadow removal performance by calculating the root-mean-square error (RMSE) in “LAB” color space between the ground truth and the predicted shadow-free image, following [20], [25], [26]. Hence, a low RMSE value indicates good performance.

#### 5.2 Comparison with the State-of-the-arts

The state-of-the-art shadow removal methods compute the RMSE directly between the predicted shadow-free image and the ground truth shadow-free image (without any color adjustment). Hence, for a fair quantitative comparison between our method and the state-of-the-art methods, we apply our network trained on the original shadow-free images that are without the color adjustment. We denote this network as “DSC”, and our network trained on the shadow-free images with the color adjustment as “DSC+”.

#### TABLE 4: Comparing our method (DSC) with the state-of-the-art methods for shadow removal in terms of RMSE

<table>
<thead>
<tr>
<th></th>
<th>SRD [25]</th>
<th>ISTD [26]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSC (ours)</td>
<td>6.21</td>
<td>6.67</td>
</tr>
<tr>
<td>ST-CGAN [26]</td>
<td>-</td>
<td>7.47</td>
</tr>
<tr>
<td>DeshadowNet [25]</td>
<td>6.64</td>
<td>-</td>
</tr>
<tr>
<td>Gong et al. [32]</td>
<td>8.73</td>
<td>8.53</td>
</tr>
<tr>
<td>Guo et al. [20]</td>
<td>12.60</td>
<td>9.30</td>
</tr>
<tr>
<td>Yang et al. [46]</td>
<td>22.57</td>
<td>15.63</td>
</tr>
</tbody>
</table>

**Fig. 10:** Visual comparison of shadow removal results on the SRD dataset [25].

**Fig. 11:** Failure cases on shadow detection.

**Fig. 11:** Failure cases on shadow detection.
We consider the following five recent shadow removal methods in our comparison: ST-CGAN [26], DeshadowNet [25], Gong et al. [32], Guo et al. [20], and Yang et al. [46]. We obtain their shadow removal results directly from the authors or by generating them using the public code with the recommended parameter setting. Table 4 presents the comparison results; note that we do not have the result of ST-CGAN [26] on the SRD dataset [25] (and similarly, the result of DeshadowNet [25] on the ISTD dataset [26]), since we do not have the code for these two methods. DeshadowNet [25] and ST-CGAN [26] are the two most recent shadow removal methods, which exploit the global image semantics in a convolutional neural network by a multi-context architecture and adversarial learning. By further considering the global context information in a direction-aware manner, we can see from Table 4 that our method outperforms them on respective dataset, demonstrating the effectiveness of our network.

We provide visual comparison results on these two datasets in Figures 10 and 12 which show several challenging cases, e.g., dark non-shadow regions (the second row in Figure 10) and shadows across multiple types of backgrounds. From the results, we can see that our methods (DSC & DSC+) can effectively remove the shadows as well as maintain the input image contents in the non-shadow regions. By introducing the color compensation mechanism, our DSC+ model can further produce shadow-free images that are more consistent with the input images. In the comparison results, other methods may change the colors on the non-shadow regions or fail to remove parts of the shadows.

### 5.3 Evaluation on the Network Design

#### Color compensation mechanism analysis
The first two pairs of images (input images and ground truths) in the 2nd and 3rd rows of Figure 12 show the inconsistent color and luminosity (also revealed by the first histogram on the top row). Methods based on neural networks (e.g., DSC and ST-CGAN [26]) could produce inconsistent results due to inconsistency in the training pairs; see the 4th and 5th columns in Figure 12 from the left.

By first adjusting the ground truth shadow-free images, our DSC+ can learn to generate shadow-free images whose colors are more consistent and faithful to the input images; see the 3rd column in Figure 12 and the histogram above. Furthermore, we tried to use the adjusted shadow-free images \((T_f(I_n))\) instead of the original shadow-free images \((I_n)\) as the ground truths to compute the RMSE for our methods (DSC and DSC+). Table 5 shows the comparison results: DSC has a large RMSE when compared with the adjusted ground truths (6.21 vs. 6.66 and 6.67 vs. 8.54), while DSC+ shows a clear improvement (6.66 vs. 6.12 and 8.54 vs. 4.90), especially on the ISTD dataset [26].

#### Color space analysis
We performed another experiment to evaluate the choice of color space in the data processing. In this experiment, we consider the “LAB” and “RGB” color spaces, and
train a shadow removal network for each of them. As shown in the results presented in Table 6, the performance of the two networks are similar. Since the overall (summed) performance with the LAB color space is slightly better, we thus choose to use LAB in our method. However, in any case, both results clearly outperform the state-of-the-art methods on shadow removal shown in Table 4.

5.4 Additional Results

More shadow removal results. Figure 13 presents more results: (a) and (b) show shadows across backgrounds of different colors, (c) shows small, unconnected shadows of irregular shapes on the stones, and (d) shows shadows on a complex background. Our method can still reasonably remove these shadows. However, for the cases shown in Figure 14 (a) it overly removes the fragmented black tiles on the floor (see the red dashed boxes in the figure), where the surrounding context provides incorrect information, and (b) it fails to recover the original (bright) color of the handbag, due to the lack of information. We believe that more training data is needed for the network to learn and overcome these problems.

Time performance. Same as our shadow detection network, we trained and tested our shadow removal network on the same GPU (NVIDIA GeForce TITAN Xp). It takes around 22 hours to train the whole network on the SRD training set and another 22 hours to train it on the ISTD training set. In testing, it only needs around 0.16 seconds on average to process a 400×400 image.

6 Conclusion

We present a novel network for single-image shadow detection and removal by harvesting direction-aware spatial context. Our key idea is to analyze multi-level spatial context in a direction-aware manner by formulating a direction-aware attention mechanism in a spatial RNN. By training the network to automatically learn the attention weights for leveraging and composing the spatial context in different directions in a spatial RNN, we can produce direction-aware spatial context (DSC) features and formulate the DSC module. Then, we adopt multiple DSC modules in a multi-layer convolutional neural network to detect shadows by predicting the shadow masks in different scales, and design a weighted cross entropy loss function to make effective the training process. Further, we adopt the network for shadow removal by replacing the shadow masks with shadow-free images, applying a Euclidean loss to optimize the network, and introducing a color compensation mechanism to address the color and luminosity inconsistency problem. In the end, we test our network on two benchmark datasets for shadow detection and another two benchmark datasets for shadow removal, compare our network with various state-of-the-art methods, and show its superiority over the state-of-the-art methods for both shadow detection and shadow removal.

In future, we plan to explore our network for other applications such as saliency detection and semantic segmentation, further enhance the shadow removal results by exploring strategies in image completion, and studying time-varying shadows in videos.

### TABLE 6: Train and test our method (DSC) on different color spaces. The performance is evaluated by using the RMSE metric.

<table>
<thead>
<tr>
<th>color space</th>
<th>SRD 55</th>
<th>ISTD 56</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAB</td>
<td>6.21</td>
<td>6.67</td>
</tr>
<tr>
<td>RGB</td>
<td>6.92</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 13: More shadow removal results produced from our DSC+.

Fig. 14: Failure cases on shadow removal.
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