
CVPR2022 Oral



Few-Shot Classification

• Using small amounts of data to learn classifications with unseen labels
• N-way K-shot method:

• N = number of classes
• K = training examples per class, as small as 1 or 5

• meta-learning / learning to learn：
• model based methods
• metric based methods √
• optimization based methods



• DeepBDC: a fundamental but largely overlooked dependency modeling method

• formulate DeepBDC as a highly modular and efficient layer



Brownian Distance Covariance

• random vectors

• joint characteristic function

• marginal distribution

• BDC metric

• empirical characteristic functions



Discrete BDC

• For the set of m observations

• Using Euclidean distance

• BDC metrix

• BDC metric

-> BDC metric has a closed form expression for discrete observations

Székely G J, Rizzo M L. Brownian distance covariance[J]. The annals of applied statistics, 2009, 3(4): 1236-1265.



Deep BDC

• take for example        as a random observation (the k-th column of 𝑋)

• squared Euclidean distance matrix

• Euclidean distance matrix

• BDC matrix  

• involving standard matrix operations

-> appropriate for parallel computation on GPU

• : the k-th channel of the feature of an image 

-> use BDC matrix as a self-similarity/encoder



Application on few-shot learning: ProtoNet

Based on ProtoNet:

• BDC matrix of an image      : 

• prototype of the support class k:

• loss function:



Application on few-shot learning: STL

Based on simple transfer learning (STL):

• Use the idea of clustering

• k-th weight matrix: 

• loss function：



Experiment

• Dataset: miniImageNet(100 classes), tieredImageNet(608 classes), CUB(200 bird classes)

• Backbone: ResNet-12, ResNet-18









• size of channels: d  ->  size of BDC matrix: d2



Summary

• Application of Brownian distance to self-similarity

• Brownian distance is a good representation of the image

• the joint distribution is a good choice in the representation of the image

+ an easy way to implement

+ good performance on the few-shot task

- lack of the reason for the effectiveness


