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Main Contribution 

• Investigate the use of different design choices on IQA problem 

• The choice of pre-trained model 

• The number of sub-regions and pooling strategies 

• Fine-tune of CNN 
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Datasets 

• LIVE In the Wild Image Quality Challenge Database 
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Experiments 

• Experiment I: the choice of pre-trained CNNs 

• ImageNet-CNN, trained on 1.2 million images of ImageNet Database 

• Places-CNN, trained on 2.5 million images of the Places Database 

• ImageNet+Places-CNN, trained on 3.5 million images of the mergence of  

the scene categories from Places Database and the object categories from 

ImageNet   
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Places 
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Experiments  

• Experiment I: the choice of pre-trained CNNs 

• Resize from 500*500 to 256*256, crop out the central 227*227 part 

• Extract feature by CNN, then use SVR to predict the quality score 

• Use 80 percent for training and 20 percent for testing, 10 times  
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Experiments  
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Experiments 

• Experiment II: feature and prediction pooling  
• The resize operation could have reduced the effect of some artifacts of 

each image, such as noise 

• Randomly crops different amounts of  sub-regions(227*227), the number 

of which ranges from 5 to 50 

• Fusion strategies: 

• feature pooling: minimum, average, and maximum 

• feature concatenation: longer feature vector 

• prediction pooling: minimum, average, and maximum 
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Experiments  
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Experiments 

• Experiment III: fine-tuned CNN  

• Substitute a new fully connected layer initialized with random values 

• During training, classify image sub-regions into five disjoint sets( bad, poor, 

fair, good, excellent )  

• Use the trained CNN  as a feature extractor, and then predict the quality 

score by SVR 

• Still use the sub-regions strategy  
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Experiments  

• Experiment III: fine-tuned CNN  

• ImageNet+Places-CNN 

• Average-pooling 
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Experiments  
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Experiments  
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Experiments  
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Experiments  
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Experiments  
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My own thinking 

• The training and settings mentioned in this paper is useful 

• Fine-tune CNN is necessary when data is not so small 

• The choice of pre-trained model may affect the result 

• Sub-images and pooling might help, maybe in natural images 

• Different pooling strategies during convolutional layers may lead to 

different results 
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Thanks! 


